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ABSTRACT 
 
LiDAR technology has seen remarkable developments in recent years. In particular, the accuracy of the laser 
ranging has reached the few cm level for hard surfaces, close to static survey performance, and the point density has 
increased significantly, reaching 150 kHz PRF for multipulse LiDAR systems. These developments allow for better 
surface representation and exploitation of the 3D nature of the point cloud; in other words, the horizontal accuracy 
has become an equally important part of the product characterization. The high ranging accuracy of the laser sensor 
means that overall accuracy of the point cloud is predominantly determined by the quality of the navigation solution 
(typically based on GPS/IMU sensor integration). Despite recent significant advancements in navigation 
technologies, to achieve and sustain a high accuracy navigation solution of an airborne platform for longer flight 
lines over extended time is still a difficult task, as positional drift frequently occur. Moreover, there is no reliable 
way to assess the positioning quality of the data captured by the laser sensor within the LiDAR system, which is 
based on direct georeferencing. Therefore, using some ground control is almost mandatory if high accuracy is 
required. This paper introduces a method to use road pavement marking as ground control that could be used for 
QA/QC. These linear features are widely available in urban areas and along transportation corridors, where most of 
the government and commercial mapping takes place.  
 
 

INTRODUCTION 
 

Since its introduction in the late 90s, LiDAR has seen remarkable developments, mainly driven by technology. 
For the user, it means higher point density, or better surface representation, and improving accuracy. The state-of-
the-art is that the laser sensor can provide 1-2 cm ranging accuracy for so-called hard surfaces at normal flying 
heights; which means that the georeferencing term accounts primarily for the accuracy of the LiDAR product. 
Despite consistent advancement of the GPS/IMU-based georeferencing technology for longer flight lines, the 
performance of the navigation solution could change, resulting in a varying accuracy of the LiDAR point cloud. The 
main effect is that strip overlap areas could show varying amount of discrepancies; typically, described as drift. 
While a strip adjustment can eliminate the strip differences, the absolute accuracy is not necessarily improved as a 
result of the applied correction. Therefore, ground control is always needed as there is no other way to 
independently validate the accuracy of the LiDAR product, including both the vertical and horizontal terms. The 
methodology to characterize a LiDAR product using ground control includes several components, such as the 
determination of the differences between LiDAR data and reference surfaces, requirement for the number of ground 
control areas, analysis of the distribution of the differences, statistical method used, specification and qualification 
of the results, etc. This paper is only addressing the measurements of discrepancies.  

The evolution of ground control used for product QA/QC is closely related to the improvements in the LiDAR 
point density. When sparsely distributed points were available, the vertical accuracy was the only concern (ASPRS 
Guidelines, 2004). In fact, the horizontal characterization was greatly ignored at the introduction of LiDAR 
technology. Obviously, from a theoretical point of view, points separated by a few meters did not allow for adequate 
surface characterization in general, except for flat areas. To assess the vertical accuracy of the point cloud, flat 
horizontal surfaces with precisely known elevation can be used. Once the vertical difference was measured, usually 
based on the statistics derived from a sufficient number of points over flat surface patchs, either a simple vertical 
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shift was applied as correction or a more complex model could be used that factored in surface differences observed 
at several (well distributed) locations. 

As density increased, however, the need for characterizing the point cloud in 3D terms became important, 
which ultimately required the measurements of 3D surface discrepancies. Methods were soon developed to 
determine surface discrepancies that could be applied to both LiDAR strips and reference surfaces. Obviously, 3D 
observations are only available if there is sufficient terrain relief, in which case the problem is solved by surface 
matching (e.g., Besl and McKay, 1992; Gruen and Akca, 2005). There is a variety of methods that can handle any 
kind of surfaces or can use a number of planar surface patches with different surface normal vectors. A practical 
aspect of the surface matching is that it is rather difficult to precisely survey ground surfaces of any shape in general, 
although terrestrial laser scanning is becoming a viable solution for this purpose. Using man-made objects, such as 
buildings, provides an easier approach to develop a reference test range with many differently oriented planar 
surfaces. In fact, airport areas are frequently used for laser sensor calibration. 

The use of dedicated LiDAR targets is another alternative to observe LiDAR point cloud differences at 
reference points and, consequently, to estimate errors.  One of the first approaches to use LiDAR-specific ground 
targets was developed at OSU (Csanyi and Toth, 2007). The circular-shaped targets, optimized for a point density of 
3-4 pts/m2 and above, had a diameter of 2 m and used a different reflective coating on the center circle and outer 
ring. At the required point cloud density, the number of points returned from the targets allowed for accurate 
estimation of both vertical and horizontal differences. The technique has been used in several projects and provided 
highly accurate ground control for QA/QC (Toth et al., 2007a). In a similar implementation, small retro reflectors 
are placed in a certain shape of similar size, in which case the construction of the target is simpler while the 
processing is more complicated. Although, these solutions provide excellent results, their use is somewhat limited 
by economic factors; i.e., the installation and the necessary survey of the targets could be quite labor-intensive. Note 
that the processing of the LiDAR-specific ground targets is highly automated, and human intervention is only 
needed for the final evaluation of the results. 

To advance the use of ground targets for transportation corridor surveys, an economic method is proposed here 
that can achieve comparable results using LiDAR-specific ground targets (Toth et al., 2007b).  The use of pavement 
markings as ground control offers the advantage of being widely available in excellent spatial distribution, and 
requires no installation. Certainly, the surveying of the targets is still needed, but it becomes less difficult with the 
increasing use of GPS VRS systems that can provide cm-level accuracy in real-time. The other condition of using 
pavement markings is the availability of LiDAR intensity data that is hardly a restriction with modern LiDAR 
systems. Note that the distinct appearance of the pavement markings in the LiDAR intensity image is essential for 
the proposed method, see Figure 1. The main steps of using pavement marking as ground control are briefly 
described in this paper. 
 

  
(a) (b) 

 
Figure 1. Pavement marking appearance in LiDAR intensity image (a) and reference optical image (b). 
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USING PAVEMENT MARKINGS AS GROUND CONTROL 
 

The concept of the proposed method, including pavement marking extraction together with the parameterization 
of the marks based on LiDAR intensity data, the comparison with ground truth, and the determination of a 
transformation to correct the point cloud, analysis of result, etc., is shown in Figure 2. The GPS-surveyed data of the 
pavement markings, represented in a series of points with cm-level accuracy is assumed to be available. For sensor 
calibration and/or strip adjustment, sufficient number of pavement markings with good spatial distribution is 
required to achieve good performance. Currently, only the most widely found types of pavement markings are 
considered: Stop bars, straight edge lines and curved edge lines. In each case, the survey data of the pavement 
markings is provided as point observations along the centerline of the markings. The LiDAR data, including range 
and intensity components, are assumed to be of reasonable quality; i.e., no gross errors and thus the point cloud 
accuracy is better than a meter. 

Based on the comparison of the two descriptions of pavement markings, one obtained from the GPS survey and 
the other one form LiDAR intensity and range data, 2D/3D offset and orientation differences can be detected. Since 
the road surfaces are predominantly flat and mostly horizontal, the horizontal and vertical discrepancies can be 
separated in most of the cases. Analyzing the magnitude of the observed differences and their spatial distribution, 
the LiDAR data quality can be assessed and, if needed, corrections can be applied to the LiDAR point cloud to 
improve the point position accuracy. The methodology for the correction could be based on either introducing a 
spatial transformation to reduce the differences at the controls or trying to adjust the sensor parameters to achieve 
the same objective. In most of the cases, a 3D similarity transformation is applied and the accuracy terms for both 
data sets are needed to properly characterize the data quality after applying the correction. Note that assessing the 
horizontal accuracy of the LiDAR point cloud is difficult, as it is mainly defined by the footprint of the laser pulse, 
which depends on flying height and beam convergence; in addition, the impact of object surface characteristics 
could be also significant. In the following, the three key components of the proposed method, pavement marking 
extraction, curve fitting and matching are discussed at detail. 
 
Extraction of Pavement Markings  

The extraction of the pavement markings is based on the significant difference in the LiDAR intensity values 
between road surfaces and pavement markings. Furthermore, the availability of GPS survey data of the pavement 
markings drastically reduces the search window for the extraction process (the selection of LiDAR points obtained 
from the pavement markings). Depending on the overall LiDAR data quality, more precisely the horizontal accuracy 
of the point cloud, the actual search area is typically a narrow patch with a width of less than 1 m. Unfortunately, the 
relative nature of the LiDAR intensity signal does not allow for a general parameterization of the intensity values for 
pavement surfaces and pavement markings. Therefore, first the distribution of the intensity signals in the search 
window should be analyzed to determine an optimal threshold for separating pavement and pavement marking 
points. The points extraction based on the threshold could result in errors such as marking points are omitted or 
pavement points are included. Therefore, further checks are needed, which is accomplished by curve fitting, 
described below, where the availability of object space information can be utilized, such as curvature of the 
pavement markings. To illustrate the difficulty of the extraction process, Figure 3 shows the troubling case when the 
LiDAR scan line is near parallel to the pavement marking. 
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Figure 2. Concept of extracting pavement markings and using them as ground control. 
 
 

 

Filtering the LiDAR points around the pavement markings (few m) by intensity 
thresholding; the road pavement has low intensity value while the pavement markings 

exhibit higher intensities. The threshold is adaptively defined by analyzing the histogram 
of the LiDAR intensity values of the road surface around the surveyed road pavement 
marking and/or by examining intensity values of road surface profiles (LiDAR scan-

lines). 

Extraction of LiDAR points of road pavement markings from the pre-filtered data set 
(road pavement points removed) within search windows defined by surveyed data of the 
road pavement markings; the location of the LiDAR points of the pavement markings is 

assumed to be within ±1 m from their true location.

Estimation of the LiDAR elevation of the pavement markings based on the average 
elevation of the pavement data around the markings (reducing/eliminating need for 

intensity-based range correction)

Stop bars 
Weighted least squares line 

fitting  

Edge lines (straight)

Piecewise weighted least squares 
line fitting 

Edge lines (curved) 
Piecewise weighted least squares 

curve fitting  
Ψ-s representation of the fitted 

curve 
 

Ψ-s representation of the curve 
fitted to the surveyed road 
pavement marking points 

Cross-correlation between the 
two Ψ-s curves to determine 

corresponding points between the 
two curves  

Calculation of a 2D/3D 
transformation between the two 

curves based on the 
corresponding points 

Surrounding areas of the surveyed road pavement marking features are extracted from the 
LiDAR point cloud data (~50 m vicinity)

 

Establishing a 2D/3D transformation based on linear features

Analyzing results, based on magnitude and distribution of residuals, creating QA/QC report; 
if needed, deciding on the complexity of the transformation that will be applied to the LiDAR point cloud  
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(a) (b) 

 
Figure 3. Changes of intensity values along pavement markings: LiDAR point locations overlaid 

 on optical image (a) and intensity values (b). 
 

Curve Fitting  
The purpose of curve fitting is twofold: first, it provides a validity check for the pavement marking points 

extracted, and second, it allows for modeling both pavement marking descriptions as linear features, so they can be 
matched to each other. The selected curve fitting method is an extended version of the algorithm, originally 
proposed by Ichida and Kiyono in 1977, and is a piecewise weighted least squares curve fitting based on cubic 
(third-order polynomial) model, which seemed to be adequate for our conditions, linear features with modest 
curving. To handle any kind of curves, defined as the locus of points f(x, y) = 0 where f(x, y) is a polynomial, the 
curve fitting is performed for smaller segments in local coordinate systems, which are defined by the end points of 
the curve segments. The primary advantage of using a local coordinate system is to avoid problems when curves 
become vertical in the mapping coordinate system. Obviously, the fitting results as well as the fitting constraints are 
always converted forth and back between the local and mapping coordinate frames. 

The main steps of the piecewise cubic fitting (PCF) process are shortly discussed below; the notation used in the 
discussion is introduced in Figure 4. To achieve a smooth curve, the curve fitting to any segment is constrained by 
its neighbors by enforcing an identical curvature at the segment connection points; in other words, PCF polynomial 
is continuous with its first derivative at connection points x=s, x=t, etc. The equations describing the third-order 
polynomial and its first derivative are: 
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Figure 4. Piecewise weighted least squares curve fitting method. 

 
The core processing includes the following steps: 1) aS and bS, the coefficients of the second and third order 

terms of the fitted curve for interval ‘i’ are estimated; consider the constant term (yS) and the coefficient of the first 
order term (mS) fixed, known from the curve fitting from the previous segment. In the adjustment, the points in 
interval Δ i2+ i+Δ i1 (past, present, and future data points) are used, 2) the value (yt) and the slope (mt) at x=t are 
computed; these values as fixed constraints are used in the curve fitting for the next segment, and 3) step 1 is 
repeated to process the next segment.  
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The curve fitting allows for a polyline representation of both data types, LiDAR or GPS, with a user-defined 

spacing and thus can effectively curve fitting. Figure 5 shows curve fitted to LiDAR points as well as a case where 
both data data sets were modeled by curves. 
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(a) (b) 

 
Figure 5. Curve fitting:  

(a) LiDAR points (blue) and fitted curve (red) 
(b) LiDAR data and GPS-surveyed points (magenta) and fitted curve (cyan). 

 
Curve Matching  

The objective of curve matching is to find the spatial relationship between two data representations of the 
pavement markings. Because there is no point-to-point correspondence between the two data sets, point-based 
transformations are directly not applicable. Furthermore, the somewhat modest horizontal accuracy of the LiDAR 
points is an additional disadvantage. Using linear features, however, presents a solution that is less sensitive 
compared to point-based methods. Assuming that the two representations, such as the curve fitted ones, provide an 
adequate description of the same shape, the problem is simply how to match two free-shape curves. The pavement 
markings descriptions in both original and curve-fitted format are spatially close to each other, the well-known 
Iterative Closest Point (ICP) algorithm (Besl and McKay, 1992; Madhavan et al., 2005) was selected to perform that 
task. 

Iterative registration algorithms are increasingly used for registering 2D/3D curves and range images recently. 
The ICP algorithm is adopted here to match curves describing pavement markings obtained from LiDAR intensity 
and GPS measurements. The ICP algorithm finds the best correspondence between two curves (point sets) by 
iteratively determining the translations and rotations parameters of a 2D/3D rigid body transformation. 
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where R is a 3*3 rotation matrix, T is a 3*1 translation vector and subscript i refer to the corresponding points of the 
sets M (model) and D (data). The ICP algorithm can be summarized as follows: 

1. For each point in D, compute the closest point in M 
2. Compute the incremental transformation (R, T)  
3. Apply incremental transformation from step (2) to D 
4. If relative changes in R and T are less than a  given threshold, terminate, otherwise go to step (1) 
ICP can be applied to individual pavement markings or to a group of pavement markings. Figure 6 shows an 

intersection where four lines were matched. 
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Figure 6. Curve matching based on four curves; magenta: curves fitted to control points, red: GPS control points, 
blue: transformed curve points after ICP, and cyan: curve points derived from LiDAR. 

 
 

EXPERIMENTAL RESULTS 
 

To support performance testing of the proposed method, the Ohio Department of Transportation surveyed 
several intersections in an area which was recently LiDAR surveyed. The pavement markings were surveyed using a 
VRS system with about 1-2 cm horizontal and 2-5 cm vertical accuracy; the point spacing varied in the 1-3 pts/m 
range. Figure 7 shows an area with linear pavement markings measured from the LiDAR intensity data as well as 
the GPS points; for better illustration only the operator-measured LiDAR points, which were considered as reference, 
are shown. Note the small yet clearly visible misfit between the two point sets. 
 

 
 

Figure 7. Intersection with pavements markings measured from LiDAR intensity data (points marked yellow) and 
GPS-surveyed points (red). 
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In the curve fitting process both data representations were fitted, with a point spacing of 1 cm, and various 
combinations were processed by ICP-based curve matching in 2D and 3D. In order to assess the accuracy of the 
transformation, the correspondence between the LiDAR-derived curve and the control curve were established. Since 
the two curves in general are not totally identical, even after the final ICP iteration, the transformed LiDAR-derived 
points are close but not necessarily fall on the control curve. However, the location of the transformed LiDAR-
derived points represents the best fit to the control curve in least squares sense. Therefore, these points are projected 
to the closest points of the control curve, and then they are considered as conjugate points. The transformation 
parameters between these two point sets (the original LiDAR-derived points and their corresponding points on the 
control curve) are calculated in a least squares adjustment. In this computation, the 2D transformation parameters for 
a representative test data set were estimated at σΔX = ± 0.013m, σΔY = ± 0.010m, and σangle = ± 1.95 arcmin, 
indicating that a good match was found with the ICP method. The numerical values, including the transformation 
parameters and error terms, are listed in Tables I and II. 

 
Table 1. Transformation results (2D). 

 
Transformation 

parameter 
ICP-adjusted 
results [m, °] 

Estimated 
accuracy [m, °] 

ΔX 0.041 0.013 
ΔY -0.023 0.010 
ϕ -0.000 0.03 

 
The ~2 cm horizontal accuracy could be considered excellent given the fact that the GPS-surveyed points are 

known, at best, 1 cm-level accuracy and the LiDAR-based pavement marking positioning accuracy is estimated at 
the few cm range.  

Since the overall LiDAR data quality used for testing was quite good, the discrepancies found at several 
intersections were rather small, a simulated error was introduced to test the method for less than ideal situations. 
Using the same data set, a 16 and -4 cm horizontal offset was added to the X and Y coordinates of the LiDAR point 
measurements, respectively. Tables II and III show the residuals measured at the pavement markings before and 
after the correction. 
 

Table 2. Initial residuals. 
 

 
 
 

 
Table 3. Residuals after correction. 

 
 
 

 
 

 
CONCLUSION 

 
The introduced method to use pavement markings as ground control showed good initial performance. Using a 

data set acquired by a state-of-the-art LiDAR system, the performance of the three main processing steps was 
validated. In all the cases, the curve fitting and ICP-based matching delivered robust results. The extraction of 
pavement markings, however, has experienced difficulties in some cases where the intensity data were noisier. A 
key advantage of using pavement markings is that they can be quickly surveyed with GPS VRS technique. 
 

 ΔX [m] ΔY [m] 
Mean 0.158 -0.036 
STD 0.048 0.045 

 ΔX [m] ΔY [m] 
Mean 0.000 -0.000 
STD 0.048 0.045 
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