KEYSTONE AERIAL SURVEYS, INC.

Software

UltraMap is a software package produced by Microsoft\Vexcel of Austria to support

the UltraCam line of large format imagery sensors. The software has many mod-
tudy details the proCedur::’ W ’ ’ : ' . ules, including Imagery processing, Aerial Triangulation (AT), Radiometry, Digital
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Hardware

Keystone’s existing hardware infrastructure consisted of a NetApp Network At-
tached Storage device using Serial Advanced Technology Attachment (SATA) hard
disks with 10 GB Ethernet and Fiber Channel connectivity. The existing servers
were a combination of Intel and AMD processing cores running on various ages of
Dell servers with at least the minimum of recommended RAM (though at various
speeds).
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=== Read/Write R .
Read\Write . The initial assumption that increased CPU core count would generate increased

throughput proved false. CPU processor speed proved a more vital factor in pro-
cessing speed.

. Unlike other business workflow scenarios SSD usage on large storage systems does

Image Processing Time Comparison (L2) Image Processing Time Comparison (L3)

not produce good results for geospatial imaging workflows.

. The use of solid state disk in the processing servers produced significant speed in-
Level 02 Level 03 creases. The results show the reduction in disk read /write speeds of 90% and 95%
Processing Old Storage System (In Minutes New Storage System (In Minutes) Processing Old Storage System (In Minutes) New Storage System (In Minutes) respectively. Particularly interesting are the reduced average queue length by 80%
to 0.35.

A" "C" "D" Weighted New "C" "D" Weighted A" "C" "D" Weighted New "C" "D" Weighted . The storage area network also showed remarkable improvements over the previous

Sensor Group Group Group Ave Group Group Group Ave Sensor Group Group Group Ave Group Group Group Ave system with a peak IOPS of nearly 17,000 while maintaining response times of half

a millisecond or less compared to the previous system’s maximum IOPS of 5000

Eagle 16.6 15.8 10.8 15.8 9.3 14.4 10.7 11.0 Eagle 12.0 7.1 6.3 9.9 5.7 6.5 6.3 6.0

and response times consistently above 1 millisecond and peaking at 8.
Falcon 11.5 11.4 10.3 11.3 6.6 3.2 7.9 7.2 Falcon 8.3 4.8 4.5 6.8 4.1 4.6 4.6 4.3 . Processing gains individual image processing range from 11% to 64%. On a 60

UCX 111 10.3 7 8 10.5 45 5 5 48 47 UCXx 11.5 6.9 85 9.7 3.3 40 35 35 core distributed system, 1000 images will be processed between 60 and 100

minutes faster than with the previous system while allowing other much needed
UCoO 21.6 19.1 27.1 21.3 16.4 21.4 26.5 18.9 processes to run unaffected.

Latency Comparison of Server Disk

95th Per- 95tk Per-
Average centile Average centile 95th Per-
Read Re- Read Re- Write Re- Write Re- Average centile QO L0

sponse sponse sponse sponse Queue Queue Contact: == =
Time (ms) Time (ms) Time (ms) Time (ms) Length Length

[
Follow the QR Code to view Original System ,, , | v RASUrveys.com K E Y S T O N E

info@kasurveys.com

the entire pdf document
New System 0.35 215-677-3119




