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1. STATEMENT OF PROBLEM AND REVIEW OF METHODS

THE well known interconnection between the position of the stars and the
geographic position of any station on the surface of the earth has always

been used to determine those geographical positions by star observatiofls. In
Figure 1, the geographic station C on the globe is projected by the gravity ver­
tical OC into the Zenith Z on the celestial sphere. The geographic coordinates
of C or Z are defined in the geographic coordinate system by the longitude
angle Az between the reference meridian CR (Greenwich) and the local meridian
and by the latitude angle lpz between the equator and Z. The position of any
star Q on the celestial :;;phere is given by the right ascension aQ, the angle be­
tween the reference meridian 'I' of the vernal equinox and the star meridian,
and by the declination QQ, the angle between the equator and Q. The stars Q
undergo an apparent diurnal rotation around the axis OP. For any moment,
given in Greenwich Civil Time (GCT), the relative position of the two systems
is determined by the known angle Gr'l' between the two reference points, the
so called Greenwich Hour Angle of 'I' (GHA '1'), which is tabulated in the astro­
nomical ephemerides. If, by chance, a star could be observed just at the zenith,
the geodetic coordinates of Z would be

Az = GHA'I' - a.. ~z = oz. (1)

As such a star is not normally available, one has to refer to a neighboring and
identifiable star Q, whose position is observed and defined in the local horizontal
coordinate system by the azimuth angle a and the angular zenith distance z.
By means of these data, the celestial coordinates of Z can be hooked up to those
of Q, as shown in any nautical! or geodetic2 handbook. The geographic coordi­
nates of Z are determined by Equation (1). There exist, of course, various modi­
fications in measuring those angles a and z, e.g. by theodolites, sextants,
astrolabes, as are described in these handbooks. A new approach for this prob­
lem is to photograph the star configuration surrounding Z, as introduced, for
example, by the Air Force XA -12"-Zenith camera3 ; by this the coordinates
a, z of a multitude of stars are simultaneously recorded. Then the final geo­
graphic coordinates of Z are computed by analytic reduction executed on the
photographic coordinates of some identifiable stars. The same basic idea has
also been applied in the MM 101 Surveying Camera by E. L. Merritt. 4

The methods to be demonstrated in this paper exploit the potentialities of
the zenith star photography: They use the projective properties of radial direc­
tions in the photograph; these bring the decisive advantage of being inde­
pendent from lens distortion and atmospheric refraction; this gain is lost in
using the other methods with zenith distances. By an optical mechanical ad­
justment of the radial triangulation, all the available stars can b~ put into oper­
tion for error reduction and compensation. Additionally, the interior orientation
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of the camera and further check conditions are determined by a circular reversal
process of the photographs around the full angular circle. All these measures,
rapidly consummating highly overdetermined data, result in a remarkably high
accuracy even with non-metric cameras and open up new fields of mass applica­
tion.

2. AZIMUTH PROJECTIO AND TRANSFORMATION OF STAR CONSTELLATIONS

2.1 STAR PHOTOGRAPH AND GNOMONIC STAR PROJECTION

The stars can be considered as located on the celestial sphere of infinite
radius (Figure 1). Before the exposure, the camera axis is set coincident with the
gravity vertical by means of cross levels. Consequently, the photographic plane
is parallel with the tangential plane Z, and the star images Q' projected by the
rays OQ may be related immediately to the tangential plane Z; in this case the
length OZ may be considered as the focal distance F of the photograph and Z
as its principal point. The configuration of the star images on plane Z is a
gnomonic or azimuthal projection of their configuration on the celestial sphere,
and in interpreting it as a projection, the distance OZ may be also taken
eventually as unit of length.

2.2 RADIAL CHART, RADIAL TRIANGULATION

On the other hand, those gnomonic star projections may be computed and
constructed exactly to scale related to a unit distance OZ = F, resulting in a
computed star chart. The coordinates (acoc) of its origin Zc are arbitrarily
chosen as rounded off values in the neighborhood of the photographically re­
corded station Zp. Of special importance is the set of azimuthal or radial rays
from the origin Zc to the Q'i' wherefore the setup is denoted as a "Radial
Chart." The direction set of the radial rays is practically not altered by a trans­
projection into the plane Zp according to the well known procedure of radial
triangulation in photogrammetry.5 As shown in Figure 2, this direction set of
the radial chart Zc is put into coincidence with the star images Q'i of the
photograph Zp. This is most accurately and directly made on an enlarged pro­
jection 'of the photograph, for example as in a "Kodagraph"-projector. The
procedure of the mechanical optical adjustment is very simple: Radials of
approximately'opposite direction (e.g. Ql, Q3) are slid through their correspond-

LHAT-Qz
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FIG. i.-Geographic and Celestial·Coordinates
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FIG. 2.-Gnomonic Projections, viewed from inside celestial sphere

ing photographic points until a cross radial (e.g. Q2) hits its point. All the other
overdetermined points should then fall automatically on their rays. Small devi­

ations are meaned out, reducing and
N compensating efEciently the resultant

error. After the adjustment of the
'J chart, the coordinates of Zp can be

measured with reference to the t TJ­
coordinate system, for example by
means of a scale edge (Figure 3), and
these are finally converted into the in~

crements of the geographic coordinates
Zp with reference to the known Zc, as
shown below.

0----------+---- W The two projection planes Zc and
)( Zp form the tilt angle S, represented in

Figure 2 by the vector S lying in the
principal line. The transprojection

FIG. 3.-Scale Edge from the plane Zc into Zp slightly al-
ters the directions w of the radials by

an amount Llw, which is small of second order, as can be easily deduced by simple
geometry:

S-2
~w = - - sin 2w.

4

Even if these corrections should be perceptible for individual rays, they cancel
out for the over-all picture of the full angular circle by a changing of signs, and
therefore, can always be disregarded. .

The important advantage of the radial ray method is its insensitivity against
lens distortion and atmospheric refraction. These radial displacements of the
photograph are lying practically in the direction of the rays of the radial chart,
as ~, TJ are small quantities compared with the unit OZ = F. Their influence on
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FIG. 4.-Coordinate Transformation
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th.e adjustment process is therefore negligible and becomes even exactly zero for
the limit ~, 1]---+0. In analogy to this radial chart method which uses only the
azimuth angles of the star positions, there exists another method namely that
of the position lines with equal altitude angles, according to Marc St. Hilaire,1
where essentially the altitude angles of the star positions are used. This method is
preferentially applied in navigation with sextants used as altitude measuring
instruments. But here the radial displacements of the atmospheric refraction
including the horizon depression (dip angle) must be very carefully accounted
for. The uncertainties of these corrections, however, preclude the same high
accuracy as by the radial chart method.

2.3 COMPUTATION AND CONSTRUCTION OF RADIAL CHARTS

The coordinates (a, z) of any star Q in the radial chart are deduced from
its celestial coordinates (a, 0) ordinarily by the theorems of spherical trigo­
nometry, applied to the astronomical triangle PQZ (Figure 1); Z is here inter­
preted as Zc of the radial chart with the coordinates acC{JC. This coordinate
transformation could be performed, for example, by means of the tables H.O.214
of the U. S. Hydrographic Office.6 But on account of higher accuracy and a close
error analysis, the basic formulae must be used. The hour angle t of Q is:

(2)

where ac, aQ are the right ascensions of Zc and Q respectively. The zenith dis­
tance z of Q is obtained by the cosine theorem

cos z = cos cP cos 0 cos t + sin cP sin 0,

the radial distance r is then

r = F tan z,

(3)

(4)

related to the projective distance OZ == F of the chart, which is interpreted
eventually as the focal distance of the enlarged projected star photograph.
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(5)

The azimuth a comes at first by the sine theorem

sin a.= sin teas 0/ sin z.

But as this formula becomes unreliable for a-+90°, the value of cos a, as derived
by the cosine theorem, is also taken into account:

cos a = (sin 0 - sin q, cos z)/ co'> q, sin z.

By eliminating sin z:

tan a = (cos q, cos 0 sin.t)/(sin 0 - sin q, cos z) == A/B,

where

A = cos q, co'> 0 sin t,

For A> B, one uses

B = sin 0 - sin q, cos z. (5')

cot (l! = B/A. (5")

These formulae are evaluated in tabular form, as in Table 2 of Section 6. There­
after the radial chart (see Figure 14) is constructed preferably on a sheet of
transparent and non shrinkable film and to the scale of the focal distance F of
the enlarged projected star photograph. The azimuthal directions (a) are
plotted by cartesian or polar coordinatographs,7 using tan a or a respectively
as the case may be. The radials should be engraved on the sheet as fine lines.
The images Q' on the radials, together with the star names and magnitudes, are
also marked, but only to help in identification. The adjustment process outlined
in Section 2.2, works very rapidly. After having correlated, say three of the
most distinct stars, all of the other ones fit quite by themselves: there is no
identification problem. .

2.4 COORDINATE TRANSFORMATION

The problem is now to deduce the geographic coordinates Ap, cf>p of Zp from
the known coordinates Ae, cf>e of Ze by means of the components ~, 7/ of the in­
crement vector r, measured in the radial chart. The geographic coordinates of
Ze follow from Equation (1) by substituting values for Ze for values for Z.

(1')

where ae, Oe are the celestial coordinates of Ze of the radial chart. The GHA 'Y'
depends on the exact timing of the exposures. The corresponding computations
are compiled in tabular form as in Table 3. Originally the two gnomonic pro­
jections Ze and Zp of Figure 2 were conceived as being transprojected to Plane
Zp. But as this relationship is strictly reciprocal, it is reversed here (Plane Zp
transprojected into Ze) to simplify the further analysis (see Figure 4). The
vector r is hereby not changed, being in both cases

r = tan z, with ~ = r sin a, 1] = r cos a, (6)

where the length units are GZp and GZe alternately, which also are interpreted
as the focal distance F of the enlarged photo plane; it is there.fore

1] == Yep/F, (6')

where Xep, Yep are the components of the distance ZeZp in the photo plane­
radial chart.
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The exact solution results from the astronomical triangle PZcZp similar to
the deductions of Section 2.3:

sin cf>p = sin cf>c cos z + cos cf>c sin z cos a}

sin AA = sin a sin z/cos cf>p

The increments of A, cf> are defined as:

(7)

from which

AA = Ap - AC,

Ap = AC + AA,

Acf> = cf>p - cf>c,

cf>p = cf>c + Acf>.

(8)

(8')

Since AA, Acf> as well as r, ~, ~ are small quantities, Equations (7) are expediently
developed into series:

AA = Vcos cf>c,

fiA = H1 + tan 4>crJ) / cos 4>c,

A4> = 1] (1. order),

A4> = 1] - tan 4>c e/2 (2. order),

(9)

(10)

which prove to be satisfactory approximations in most practical cases. These
computations, resulting in the coordinates APcf>p, should be tabulated, for exam­
ple, as in Table 4.

The relative il-djustment of star photograph and radial chart determines not
only the geographic coordinates of the camera station, but also the azimuthal
orientation of the photograph with reference to the geographic meridian. There­
fore, if a frame axis or side of the camera is pointed to some outstanding land­
mark by means of a diopter, its azimuth angle to true north can be determined
directly; thus, such a station fulfills the prerequisites of a so-called La Place
point.-Another application would be to orient the frame axis in the direction
of a magnetic needle, thus determining the magnetic declination directly.

3. CIRCULAR EXPOSURE REVERSAL FOR INTERIOR ORIENTATION

3.1 MULTIPLE PHOTOGRAPHY

To this point it has been supposed that Zp is the principal point of the photo­
graph, i.e. the intersection of the vertical through the internal lens node with the
horizontal photo plane. However, this restriction can be discarded by the known
expediency of reversing two exposures azimuthally by 180 degrees, while keeping
the camera leveled; this is also used by the zenith cameras, quoted in references
3 and 4. Now this device can be considerably extended and refined by arranging
the reversals around the whole angular circle, not just for one diameter, thus
resulting in considerable gain of accuracy and additional checks for correct
operation.

An efficient arrangement for circular reversal is, for example, one with four
exposure turns separated by 90 degrees each, eventually pointed after the four
points of the compass. This disposition is shown in Figure 5. There are four
systems of star trails superimposed in the same photograph. They are arranged
around the common plumb point Z., i.e. the intersection of the gravity vertical
through the internal lens node with the photographic plane. It is even admissible
that the gravity vertical is not exactly perpendicular to the photo plane, but
deviates therefrom by small tilt angles, as follows additionally from the trans­
projection quality of radial triangulation, expounded in Section 2.2..The four
systems of stars are discriminated from one another by coding the star trails
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FIG. 5.-Multiple Star Photography

with a short and long expo­
sure interrupted by a short
break. These are made as
short as possible, depending
on the focal distance, only to
give a still clearly discernible
gap. The timing, preferably
on the full minute, is laid in
the middle of the break, as
this point is most sharply de­
fined. It is possible to cut
down the time interval be­
tween two turns to one or
two minutes, including the
operations of exposure, turn­
ing and releveling.

3.2 POSITION REDUCTION AND COMPENSATION

The plumb point Z 0 defines the true local zenith and therewith, the true
geographic coordinates of the station. It is separated from an available reference
point Zp, say the frame center, by a vector (J" yet to be determined. Now in a
first step, the geographic coordinates of the reference points ZPl to ZP4 of the four
turns are determined according to the procedures and formulae of Section 2.
Their resulting positions are then plotted in a ~1J coordinate system (see Figure
6). Obviously, they must be arranged regularly around Zo: upon two rectangular
diameters of a circle with Z 0 as center; i.e. the vector (J" is rotated by 90 degrees
for each turn. By this, there follows Z 0 as the center of the ZPi array, and as an
additional operational check that the sequence of points ZPi has to form a regu-

N

FIG. 6.-Position Reduction by Circular Reversal
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lar square, as in Figure 7a. If this condition is not fulfilled, as in Figure 7b, the
leveling operation has not been performed properly by the operator, and the
photograph has to be rejected.

o
Zo •",ndetenn',..ed

""JZ~
b. Random Array.

Rejection

FIG. 7.-0peration Check

The configuration of the ZPi in Figure 6 could be used for a graphical com­
pensation of the mean position Zoo But as all the numerical data are compiled
in tabular form, an analytic process is more convenient. The coordinates of Zo
are the arithmetic mean of those of the Zp;

(11)

To compute the components of vector u there are first the components IS'N1¢
of the separation ZPiZO

(12)

wherefrom by means of Equation (9):

(13)

the" 1. order" formulae (9) are here sufficient because u will always be a very
small quantity. In Figure 6 there can be seen how the components Il, jJ of U1

reappear cyclically at the other turns. These interconnections can visually be
reconstructed also in the tabular form of Figure 8: the Il and v components are
lying upon the broken Il and v lines respectively, represen~ing the cyclical peri­
odic alternation; the signs are conserved when the lines are g.oing to the direction
of the principal, and reversed when in the direction of the auxiliary diagonal.
The mean values of Il, jJ are

1 m

J.lo = - L: I J.li I ,
m i=l

1 m

Po = - L: IPi I '
m i-1

m = 4, (14)

which lead to the particular deviations

/1J.li = J.li - J.lo. /1pi = Pi - Po; (15)

by considering the error propagation, the RMS-error f:lu follows

/1(J = [ f (/1J.l2 + /1p 2)/m - 1J1/2.
.~1

(16)
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FIG. S.-Analytic Compensation of u-Components

Finally the mean coordinate errors result in

EX = Acrj..Jmcos 1/>, E~ = Acrj..Jm. (17)

The numerical data according to these formulae are complemented in Table 4.

FIG. 9.-Calibration Range
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4. LENS DISTORTION, ATMOSPHERIC REFRACTION, CAMERA CALIBRATION

Although the effect of lens distortion has only negligible influence on the
results, and although the missing
interior orientation can be eliminated
according to Sections 2.2 and 3 respec­
tively, nevertheless, it might be of in­
terest for test purposes to determine
these data of camera calibration for
nonmetric cameras. These measure­
ments can be made after the field work
at any later and more convenient time,
by a simple and improvised laboratory
set up. Such a calibration range simply
consists of a pair of crossed scale strips
nailed to the ceiling of a sufficiently high
room, as shown in Figure 9. The star
camera is positioned on the floor be­
neath the scale cross by means of a
plumb line and is leveled by its own
levels. The exposures are made with the
lens stopped down. The photographs
are immediately evaluated in an en­
larging projector, e.g., a Kodagraph
projector, in order to measure the
lengths a' directly and conveniently.
Therefore, all camera constants are re-

Ceiling­
Seede Rang_
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ferred to the enlarged focal distance

F = kj, (18)

where k is the magnification and j is the focal distance of the original camera.
The undisturbed image position Qo' is displaced by the distortion fia' into the
actual position Q' with the coordinate a'. It is by definition 8 :

Equivalent focal distance

a' IF o = H- ,
a a .. O

Undistorted position

Fo
ao' = a-,

H

Distortion,
!:J.a' = a' - ao'.

Distortion curves of different lenses used for this project are compiled in Figure
10 as functions of the enlarged photographic coordinates a' on the projector
screen. The curves are the totals of the camera and projector distortion together.
The latter has been isolated in the diagram, and it can be seen that the camera

4Ql

Lens l-,-lL ~L .1
Lens~I( Kodagraph Projector

+----+----+---+~-I-/~A-r---/--7I,
A ./

~ 1_ .... " a.'

""'"+2
,

+1

0
0

-I

FIG. 1O.-Distortion Curves

lens 2 is especially favorable as it partially compensates the projector distortion
(reversed sign). By combining the appropriate lenses it is even possible to com­
pensate the distortion perfectly, according to the Porro-Koppe principle. The
best value of a mean focal distance Fm to use with the computations is that which
corresponds to the mean working range of the a' coordinates

. a'i [(t!..a') ]Fm = H -;; m = Fo 1 + -;;; m '
(18')

which is used in Equations 6 and 9 for the final coordinate increments fiA, fi4>.
As tpese are already small quantities, obviously the error influence of Fm , as
affected by uncompensated residual distortion, is small and of higher order, in
accordance with the statement in Section 2.2 above.

The atmospheric refraction can be interpreted as an additional lens distor­
tion, because the camera axis is pointed to the zenith, around which the atmos-
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6.Cl.R = - € tan CI.,

pheric refraction is symmetri­
cal. The refraction angle !:laR
according to astronomical
handbooks is:

Refract"ed Ray

;!-- Straight RQY

G

FIG. 11.-Atmospheric Refraction

Tclngential Plane",l

(19)

where a zenith distance and
€ = l' = 1/3448 rd. for the
standard ground v<}lues of the
atmosphere. The star image is
displaced by -!:laR' from Qo'
to Q' towards Z, according to
Figure 11; the distortion is
therefore negative. It follows

from the geometry of Figure 11 and by substitution of Equation (19)

6.aR' = F6.Cl.Rlcos 2 a = - F€ tan alcos 2
CI..

•
(20)

This function has been plotted in Figure 10 and can be composed with the other
!:la' to the resultant distortion magnitude. But its numerical influence is negligi­
bly small, as can be seen from the graph.

The tilt components t of the photo plane with the vertical can be deduced
from the left and right projections at' and ar' of the sections ZOQI = -a, ZOQT
= +a according to projective relations,9

t ~ (- )2(al - ar')FI(al + ar')2. (21)

As stated in Section 2 this deviation is very insensitive; it would be even tol­
erable if it keeps within such limits as to give at least still sharp imaging within
the whole photographic fields.

Before the exposure, the point of the plumb line is accurately centered above
the center of the front lens. Therefore Zo' is the image of the true zenith Zo and
the vector (J' of the interior orientation is directly represented by its components
(J'X(J'lI for example. The results are in good accord with those found by the star
measurements of the numerical example of Section 6, Table 4.

The above calibration analysis and supplementary laboratory tests are con­
firmation that the measuring principles to be applied here are sound and in­
sensitive to secondary disturbing influences.

5. ERROR ANALYSIS

The objective is to deduce from the error !:lrQ of the photographic position
of the stars as primary error source, the resulting error !:lr. of the geographical
position, determined by the restitution process of Sections 2 and 3, and further
to analyze the influence of complementary error sources. The methods used here
are those developed in analogous projective problems.10

5.1 RESULTING ERROR

The physical accuracy limit of the evaluation procedure is primarily deter­
mined by the position error !:lrQ' of the photographic star images, due to lens
aberrations and emulsion deficiencies. It has to be reduced first to the common
datum of the projector screen and radial chart, in accordance with Equation
(18).
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(22)

where the projector magnifica­
tion is k==.F/f. The maximum
error of Zc in the adjustment
of the radial chart by the mini­
mum number of control points
is now acc·ording to Figure 12

while the RMS error!1rz follows
from the over determination of
the data

N
y Go (.star Point.s)

FIG. 12.-Error of Chart Adjustment

N = (12 - 3)m, (22')

where (12-3) is the number of overdetermined radials, and m is the number of
circular reversal turns. By substituting in Equation 9, the coordinate errors are
finally

tz ==. t:.rz/F, tx = ez/cos ¢, tq, = tz. (23)

The values of (23) are largely determined by the error !1rQ which depends nat­
urally on the focal distance and quality of the camera and projector, and
whether the coincidence adjustment on the screen is made adequately by mag­
nifying glasses and accurate glass scales (accuracy stage 1) or only by improvised
means (accuracy stage 2). The numerical data, as related to the practical tests
below and based on conservative estimates are compiled in Table 1. The remark­
ably high accuracy is due largely to the favorable error compensation formu­
lated in Equation (22')

5.2 COMPLEMENTARY ERROR INFLUENCES

Those errors enter the field during the subsequent stages of operation. The
more important ones are: leveling and timing of the camera, construction of the
radial chart, and measurement by the scale edge. Their respective errors !1rT
may be reduced also to the plane of the projection screen and radial chart.
Those additional components should be held smaller than the primary error
!1rQ of Equation (22).

(24)

Position Error-,s Ar"Q fA i.,- Ez
Inm .sec. of Cl~ sec.ofQt'C

Ac;cu.rQcy Slage , cr.{ined) 0.05 Ilsn "3.S n

AccLtr'Gcy Stage.2 (improVised eq.) 0.1. '8 ,a,.

TABLE 1. THEORETICAL POSITION ERRORS OF Z. n = 8, m = 4, N = 4.5.
F = 620 mm, <{J = 40° "



are mean values for the mean computation range; the rather high numerical fac­
tor 5.6 is indicative of the unavoidable error deterioration in the chain of for­
mulae and computation. By substitution

These values are obtainable by ordinary commercial types.
Timing Error. The timing according to Section 3 is made by a break shutter.

Even by a simple hand-operated flip flop type, it is possible to synchronize the
break with a precision watch up to At = t sec. This causes a longitude error

(25)

(26)

(27)

A sin 0 = e,A sin cP,

Zm "'" O.265rd.

A cos t,

TL"",30" (sec. of arc),
T L "'" 2'. (min. of arc).
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A cos 0,

AAt = 15At/v'm = 1.5" (sec of arc),

A cos cP,

With the internal tuning condition EL <E., there is for the level interval

T L ;; 8ez

366

and numerically
Accuracy Stage 1
Accuracy Stage 2

The resulting error is obtained by error propagation as an RMS value of the
component terms, and in the case of Equation (24), the influence of those com­
ponents compared to the primary error is negligible, constituting a kind of in­
ternal tuning.

Level Interval. The level can be set in a single setting to approximately t of
the level intervai TL, or better. The level error EL for m = 4 reversals is therefore

EL "'" TL/4:ym "'" TL/8.

which is sufficiently small even for a higher accuracy stage.
Chart Error. This influence consists of a computational and a constructional

phase. While the latter relates to the plotting of the star positions by means of
a coordinatograph for which the accuracy can be easily held under control, the
former requires a detailed analysis. The star position r, a is computed by Equa­
tions (3), (4), (5), and the objective is to determine its radial and tangential
computation error Arc<r>, Arc\a) (see Figure '13), if the tabulated trigonometric
functions entering the above equations have an inherent error e, of half a unit of
the last digit.

Radial Component Arc(r). By differentiation of Equation (4):

Arc(r) = FAz/cos 2 Z "'" FAz, where cos z "'" 1 is a mean value.

By differentiating Equation (3) and by summing the various terms quadrat­
ically for error propagation, the mean value AZm becomes

Azm "'" 5.6e

where

Arc(r) = 5.6Fe

and with the numerical values F=620 mm., e=!10-4 (4 digit table)

Arc(r) "'" 0.2 mm.,

which is sufficiently small in view of this radial error component not affecting the
accuracy of the radial chart method.
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Azimuthal Components !:J.re(a'. From the geometry of Figure 13 it is

Lire(a) = rLia.

The error !:J.a has to be derived from Equation (5) by differentiation

Li tan a = (LiA(+) ~ liB)/B,

where (+) is the symbol for the RMS summation and !:J.A, !:J.B have to be re­
duced by further differentiation to the error e finally. It results for the mean
computation range

Lia = 6e,
and by substitution

(28)

this gives numerically with a 4 digit table rm =165 mm. (Figure 10).

Lire(a) = 0.05 mm.,

0(

N
'J

FIG. 13.-Chart Error of Stars

which is sufficient even for the accuracy stage 1.
Thus it is proven that the computation of the chart can be made satisfac­

torily accurate by means of 4 digit
tables. It is not difficult to raise the
computational chart accuracy by
using higher digit tables. But this
would not make sense unless all the
other error influences are tuned up to
such a higher standard.

Coordinate Measurement by Scale
Edge. After having adjusted the ra­
dial chart to the n radial points Qi
the coordinates of Zp referred to Ze,
have to be measured by means of the
scale edge. Its error !:J.r se obviously - Z~~-----------
should be adapted to the !:J.r Q of C x
Table 1, taking into account the
position Zp being already determined
within a reduced error by compensa­
tion of the overdetermined radials
(n-3) :

(29)

and numerically

Accuracy Stage 1 !:J.rse=0.03 mm.,
Accuracy Stage 2 !:J. sc = 0.1 mm.

It follows that for Stage 2, ordinary scales are still sufficient, but that for
Stage 1, glass scales and reading microscopes should be used.

6. NUMERICAL EXAMPLE

The above described new methods were tested by practical field operation.
The star photography was made according to the technique of Section 3 by im­
provised adaptation of simple non-metric cameras. The first step in determining
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the geographic coordinates of the station G is to compute the radial chart for a
point Zc, with rounded off coordinates, roughly in the neighborhood of G,
whereby the position of G has to be estimated first, at least roughly. But as
angular differences up to 15 degrees can be tolerated, this makes no difficulty.
The computations are made in accordance with Equations (2) to (5), and are
compiled in Table 2, which is self-explanatory. The star coordinates can be
taken from any star cataloguel1 . The computations are made by means of a
desk computer and trigonometric four digit tables which can easily be handled
and interpolated, especially in using decimals of angular degree. Therefore, in
computing the hour angles from the right ascensions, this conversion is im­
mediately made by the desk computer using the relations-

1 min. of time=0.016, 667 hour,
1 sec. of time = 0.000, 278 hour,

1 hour= 15°

The number of digits just safeguards the 0.001 degree angular unit on which
the computations are based. For the conversion of direct angular measure, e.g.
the declination angle, there is analogously

1 min. of arc = 0.016, 67° (decimal of degree),
1 sec. of arc = 0.000, 28°

With the values tan a and r tabulated, the chart can be constructed (see Figure
14), the marked star magnitudes and zenith distances are helpful in identifying
and correlating the radials for the coincidence adjustment. It is good practice
to make a first rough draft of such a chart, supplemented by the hour meridians
and declination circles, to have a first survey of the distribution of the available
stars over its field.

In the next step the geographic coordinates of Zc have to be fixed acc. to
Equation (1') for the time moments of the four exposure turns. The data are
tabulated in Table 3. After the coincidence adjustment of the chart, the coordi-

t (,~ Aur9· $.1
e-- I

-Ih-----±-----
S

FIG. 14.-Sketch of Chart 1
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nates of Zp(xpyp) can be measured with reference to Zc and from that the geo­
graphic coordinates Zp(Ap¢p) are deducible according to the formulae of Section
2.4 and as tabulated in Table 4. The latter is supplemented by the compensation
process, executed on the four turns according to the formulae of Section 3.2,
resulting finally in the mean coordinate errors EAE", , experimentally determined.
Comparing with Table 1, they are in close accord with the theoretical errors,
Stage 2. Regarding the makeshift equipment which was available for the tests,
the achieved accuracy is remarkably high going to the credit of the error com­
pensating computation procedures. By slight and inexpensive refinements, as sug­
gested in this paper, it would therefore be possible to attain accuracy stage 1
safely,

7. STANDARD CHART SYSTEM

A distinct advantage of the radial chart procedure is that the charts can be
prepared in advance to accelerate the evaluation. This could be made for large
areas, whole latitude zones, or even the whole sphere, by relatively modest
means: if the intervals of ac and oc are made approximately 15 degrees, the whole
sphere could be covered by approximately 200 charts.

Moreover, the charts, once available, can be used repeatedly over a long
.period of time, since the relative configuration of the stars is practically constant.
Only the location of the celestial equatorial coordinate system undergoes slow
changes by the precession of the vernal equinox, and the nutation of the celestial
pole. They influence only the coordinates of the chart origin Zc(acoc) and the

.azimuth (aN) of the meridian; they can be compensated, including the aberration
effect, by the corrections:

D.ac = F1(ac, Dc, t))
D.Dc = F 2(ac, Dc, t) ,

D.aN' = F 3(ac, Dc, t)

as'functions of the chart coordinates acoc and the time t. These formulae could
be compiled numerically in astronomical ephemerides.

8. SUMMARY

The new radial chart and circular reversal procedures of zenith star photog­
raphy make possible determining the geographical coordinates of stations on
the earth with a considerably high accuracy and computational speed, even by
simple non-metric cameras and inexpensive equipment. The reason for this is
the insensitivity of the above procedures to camera calibration and its high error

\ compensating power.
In connecting with a precomputed standard chart system, large projects over

nmtinental areas could be handled efficiently, like

1. Determination of a network of astronomical base points for topographical
and photogrammetric mapping.

2. Determination of the deflections of. the vertical within such a field by con­
necting its network of base points (La Place points) by geodetic measure­
ments, i.e. survey of the geoid and the gravitational anomalies.

3. Survey of the magnetic declination.
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MEASURElYIENTS OF CROWN DIAMETER AND CROWN
COVER AND THEIR ACCURACY FOR 1: 12,000

PHOTOGRAPHS*
David P. Worley and H. Arthur Meyer, Asst. Professor and Professor of

Forestry respectively, School of Forestry, The Pennsylvania State University

ABSTRACT

The standard error of individual crown diameter measurements made with either
the shadow wedge or with a dot transparency is between 3 and 4 feet. The results ob­
tained with a calibrated shadow wedge are free of systematic errors, while the use of the
dot transparency may lead to systematic errors amounting to about 1 or 2 feet. Meas­
urements of crown cover percentage made with a dot grid or a crown density scale are
affected by highly significant systematic errors or interpreter's bias. The maximum of
these systematic errors is between 5 and 10 per cent. The standard error of an individual
measurement for a given interpreter is equal to 10 per cent. Measurements made with
the dot grid method are somewhat more objective and subject to smaller systematic
errors than the measurements based on comparisons with a crown density scale.

T IMBER stand volumes of upland
oak forests in Pennsylvania have been

successfully correiated wi th various expres­
sions of tree height, relative crown cover
and visible crown diameter, variables
which can be conveniently measured on
1: 12,000 aerial photographs. Of these
three variables, only tree. height can be
precisely measured on the ground, allowing
an objective determination of the syste­
matic as well as the accidental errors of
measurement.s The visible crown diame­
ters of trees in mixed hardwood stands as
measured on aerial photographs cannot be
checked by ground measurements. Multi­
ple stem trees, interlocking crowns, shadow
variations, all contribute to wide discrep­
ancies between visible crown diameters

measured on photographs and actual crown
diameters measured from the ground. Simi­
larly, relative crown cover in these stands
usually expressed as a percentage of com­
plete crown coverage, cannot be directly
related to any particular determination of
crown cover made on the ground. For these
reasons only the relative accuracy of such
measurements can be investigated, namely
the variation in the measurements made by
a single observer and the variation in the
measurements between observers. In other
words, it is only possible to ascertain the
relative consistency of photo measurements
between and within different photo inter­
preters. The photo measurements used in
this investigation were all made on
1: 12,000, photographs taken with an 81

* Authorized for publication on Dec. 1, 1954 as paper no. 1927 in the Journal Series of the
Pennsylvania Agricultural Experiment Station.


