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ABSTRACT: Because of the large volume of raw data possible of collection
by means of aerial photography, the automatic detection and counting of simple
objects or terrain features from the raw image is an attractive possibility for re-
lieving some of the routine burden on photo interpreters. This paper describes
one economical automatic technique for performing such routine tasks. It also
presents the details of illustrative examples.

Previous approaches to this problem have involved either the use of some form
of optical correlation process, or some form of complex electronic “‘brain’
analog. The former in general suffers from the lack of sufficient discrimination
ability, while the latter gemerally suffers from a serious loss of resolution.
Optics, combined with the use of photographic film in a multistage, nonlinear
deciston process, offers advantages over both of these approaches. The image
resolution attainable with photography is largely retained, while the complex

logical decisions possible with electronics are readily performed.

AutoMATIC IMAGE PROCESSING

LARGE number of diverse approaches have

been taken to the problem of automati-
cally detecting or recognizing certain objects or
features in image data. Frequently the goal is
to detect, locate and count well-defined ob-
jects such as specific classes of military targets
which may appear on voluminous aerial re-
connaissance photography. Another objective
is to detect and make gross measurements of
the amount of some terrain feature such as
wooded areas or urban areas on each of a
large set of aerial photographs. In both cases,
the raw data are customarily in photographic
form.

At one extreme of the types of processes ap-
plied to such data are the optical or electronic
correlation techniques, which have been in-
vestigated by a number of authors.»?# These
techniques generally involve the matching of
the unknown image against some standard.
They can be characterized as follows: 1) a
linear process (one which obeys the laws of
superposition; the correlation integral) is ap-
plied, and 2) a single nonlinear, yes-no de-
cision process is performed upon the results of
(1). The fact that only a single decision is
made inherently limits the sophistication of
this general type of approach.

At the other extreme lie a great variety of
complex electronic network techniques which
have been described by several authors.*?%:6
Such techniques can, in principle at least,

carry out the sequences of decision processes
necessary for sophisticated recognition. The
use of conventional electronic circuits, how-
ever, inherently limits the number of image
elements which can be treated simultane-
ously, and therefore limits either the resolu-
tion or speed which can be attained.

In order to take advantage of the best fea-
tures of both the above approaches, what is
needed is a method for performing very large
numbers of yes-no decision processes—the
number corresponding to the resolution ele-
ments in image data—at reasonable cost. One
fulfilment of this need is photography itself.
The use of photography to perform what
amounts to computer calculations has been
described by at least two authors.”® The
term eulogismography was apparently coined
by Million to describe the calculating func-
tion of the photographic process.

What has been overlooked, however, is the
importance of the very thing which is fre-
quently one of the drawbacks of photographic
film, namely, its nonlinearity. In very high-
contrast films in particular, this nonlinearity
amounts to a yes-no decision process. That is,
photographic film may be regarded as asking,
at every resolution element in the film: is the
input (light) greater than or less than some
standard? If it is greater, the resulting nega-
tive transmittance in that area of the film ap-
proaches zero. If it is less, the resulting nega-
tive transmittance approaches one. In elec-
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F16. 1. Tmage-wise local decision process.

tronic circuits this is known as a binary or
two-state (0 or 1) decision.

It will be shown how sequences of such
decision, performed by photographic films
upon image data, can accomplish the detec-
tion of certain shapes. The basic philosophy
behind the processing sequences is that of
building up a “logical” chain of events, simi-
lar in some sense to a rudimentary ‘‘reason-
ing’’ sequence. It will be seen, therefore, that
at each step of the process, the photographic
system is in effect making a large number of
decisions of the form, “If ... then...."
While the examples presented will be simple,
the extension of this technique to lengthier
sequences required for more sophisticated
detection problems will be readily appreci-
ated by the reader.

Before describing processing details, it is
well to point out that photo interpreters have
long recognized the importance of logical or
decision processes. This is implicit in the exist-
ing carefully worded and documented de-
scriptions of clues for recognizing a great
variety of objects, features and events. It is
also implicit in the quantitative approach by
Ray and Fischer? to geologic interpretation.
This close correspondence between logical
processes and photographic interpretation
techniques was first brought to the authors’
attention by J. E. Gillis and B. B. Scheps of
GIMRADA, U. S. Army Corps of Engineers,
Ft. Belvoir, Virginia. It was their viewpoint
which gave impetus to the studies leading to
the results described below.

PRINCIPLES OF OPERATION

The type of logical decision which it is ap-
propriate to make in automatic processing of
image data is generally characterized by two
properties: 1) each decision in a sequence is as
simple in nature as possible, and 2) each de-
cision depends only upon the density pattern
in a local area of the image. The ultimate de-
cision to be made, of course, is of the type:
“yes or no: there is an object (e.g. target) of
the specified type is located here (a point or
local region on the image).”” This is much too
complicated a decision to perform in a single
automatic processing step. Rather, it is neces-
sary to build up to this final decision by means
of a series of simple sub-decisions.

For automatic processing, each sub-deci-
sion must be capable of being performed in a
single processing step. This restricts the na-
ture of sub-decisions which it is possible to
make. Using any type of amplifying device,
including high-contrast photographic film,
such sub-decisions can only be of the form: “Is
the sum of the image transmittance, weighted
at each point by some appropriate factor and
the sum taken over a local region of specified
shape, greater or less than a given amount?”
This question must be asked at each point of
the image.

An optical-photographic system which
mechanizes this single-stage decision process
is illustrated in Figure 1. The input trans-
parency (which may be either the original
image, or the result of some previous decision
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F1G. 2. Field of geometrical shapes.

process) is Ti. It is illuminated from behind
by a uniform diffuse light source. The local
weighting function is performed by trans-
parency, T, which is opaque everywhere ex-
cept within a region corresponding to the
specified shape. Within that region, it pos-
sesses various transmittance values, T (x,y)
such that the specified weighting function is
performed. A high-contrast film is placed in
the position of the resultant field.

It can be seen that at every point on the
resultant field the amount of light energy is,
assuming discrete resolution elements in T}

and T,
N
=2 uivi ¢)
t=1

in which
g;=transmittance of i¢th resolution element
of T, and
x; = transmittance of 7th relative resolution
element of 7.

If the transparencies are regarded as continu-
ous rather than discrete, then (1) becomes

I(a, B) = f To(x, V) T1(x + o,y + B)dxdy. (2)

Equation (2) is of the form of the convolution
or correlation integral. Its extent (the limits
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of non-zero integration) however, is confined
to the local area defined by the non-zero
transmittance of the shape-and-weight-defin-
ing transparency, 7.

It can be seen that images conforming to
equations (1) or (2) are formed simultane-
ously all over the field with respect to every
local region. Thus at P, the weighted sum of
input transmittances indicated by the solid
square on 714 is formed, while at P, a similar
sum is formed with respect to the dotted
square on 7. Therefore, a developed high-
contrast film placed on the resultant field
simultaneously answers the series of ques-
tions, “Is the transmittance (weighted and
shaped by T%) around a point on the input
image corresponding to P; more or less than 6
(a given amount); is the transmittance around
a point on the image corresponding to P, more
or less than 6; ... is the . corresponding
to P; more or less than 62" The index, 7, cor-
responds to all of the resolution elements in
the input image.

The power of this process resides in two fac-
tors: 1) the huge number of decisions (of a
similar nature) which are made in a single ex-
posure, and 2) the fact that the output of one
processing step (the high-contrast film after
development) can serve as the input (7)) to a
subsequent step enabling long sequences of
decisions to be carried out.

More sophisticated optical systems exist
for performing the above process; however,
they do not affect the operations (1) or (2)
which are performed. It is also worth noting
that the same film (resultant field) may be ex-
posed to more than one T—T, pair. Thisis par-
ticularly valuable since it can be shown that
most useful sub-decisions require both an in-
put image and its negative. This corresponds
to requiring negative values of g; in (1) or
negative T in (2). Since negative transmit-
tance is not available except in coherent opti-
cal systems, the same effect can be obtained
by using the negative (reversal) of the image.

In the following illustrations, decision func-
tions (7) will be specified by a drawing which
defines the shape of the non-opaque region.
Within this region, signs will indicate whether
the positive (4) or negative (—) of the given
input transparency is to be used.

ILLUSTRATIVE DECISION SEQUENCES

Since geometrical shapes are of interest in
object detection, a simple test was conducted
on the artificial field of arbitrary shapes shown
in Figure 2. Object of the test was to detect
acute angles, whether they be white on black
or black on white. Some investigation showed
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that the decision function of Figure 3(a)
would be adequate. It can be seen that the
amount of light passing through this pair of
transmittance shapes is a function of the
angle of the object appearing in alignment
with the function, as shown in Figure 3(b) and
(¢). The form of this quantity of light, as a
function of angle, is shown in Figure 4.
Clearly, a decision made at a level corre-
sponding to 90° and another at a level corre-

(a)

F1G6. 3. Decision function for angle detection.
(a) Specification of decision function. (b) Angle
less than 90° on decision function. (c¢) Angle
greater than 270° on decision function.
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Fic. 4. Output of decision function versus
local angularity.

sponding to 270°, when combined, will produce
the desired overall decision. Note that either
less than 90°, or greater than 270°, meets the
criterion for acute black-or-white angles. The
complete sequence of decision processes is
therefore as shown in Figure 5. An example of
the results of the angle decision process, in one
polarity (black-white direction) is shown in
Figure 6.

A “‘yes" answer in a decision process of this
type simply corresponds to a small dot located
at the appropriate point on the film. Since
dots are hard to see, a final step in the process
consisted of generating small circles (or any
other arbitrary indicator) surrounding ‘‘yes”
decisions. This was done by placing a donut
shaped transparency at T, and the dot-result
transparency at 7. The final output is shown
in Figure 7 and the superposition of the input
and result in Figure 8. Note that some errors
have been made, notably of omission. No de-
tailed analysis has been performed, but it is
believed that these are due to the rather crude
optical setup employed, to dust, glass imper-
fections and inadequately controlled de-
velopment. An interesting error occurs in ap-
proximately the center of each half-field,
where two triangles merge into something like
a thin line locally. Some consideration of
Figure 3 will show that it is inadequate to
distinguish between thin lines and acute
angles; a more sophisticated decision process
would be required to make this distinction.

It is worth noting that the function-pair of
Figure 3 is similar to the “‘unsharp mask”
technique long known to photographers, or
to the photoline process'’ used to enhance
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F16. 5. Decision sequence for acute angle detection process.

contrast. It may also be looked upon as a first
approximation to two-dimensional differentia-
tion, or to the impulse-response function
(sine x/x).

In real image data, inputs seldom possess
the ideal black-and-white binary values of
Figure 2, and the background is seldom so un-
cluttered. Therefore experiments were con-
ducted on a portion of a typical aerial photo-
graph, shown in Figure 9. The object of the
experiment was to find a processing sequence
which would detect vehicles of standard pas-
senger-car size. After some study of vehicle
images and initial experimentation, it was
concluded that a major fraction (more than
859,) of the vehicles in this photograph could
be detected by a straightforward process of

F16. 6. Result of one stage in decision sequence.

testing (by decision processes) for appropriate
line-pairs of various polarities (black-white
reversals) in about eight discrete ranges of
angular direction. A complete sequence of de-
cision processes would, it is believed, be able
to take into account two-tone vehicles of both
polarities as well as solid-color vehicles of
both polarities. A complete sequence is rather
tedious, however, so in order to perform a
reasonable test only a portion was actually
carried out. This truncated version of the de-
cision sequence is described below.

Because of a certain overlap between func-
tions performed at 90° relative rotation, the
simplest possible process consisted of detect-
ing vehicles aimed in mutually perpendicular
directions. Because of the predominance of

F16. 7. Final output of decision sequence.
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F1G. 8. Superposition of input field and final output.

roads, these directions were chosen in accord-
ance with the arrows on Figure 9. Attention
was also restricted to dark vehicles. Process-
ing may be listed in a verbal description as
follows:

(1) Long edges (corresponding to the length of
vehicles) were detected by means of the
transparency-pair function, fi(f), of
Figure 10(a). An example of this de-
cision applied to Figure 9 is shown in
Figure 11 for §=0° (see arrows).
Pairs of (1) of the proper polarity for
dark vehicles, and separated by approxi-
mately the width of a vehicle were de-
tected. That is, only if fi(6) and fi(0
+180°) are ‘‘yes” at an appropriate
separation, according to the function-
pair of Figure 10(b), is the decision
“yes.”” Call this decision f3(6). An ex-
ample of the output of this decision step
for 6=0° is shown in Figure 12.

Short edges (corresponding to the width of
vehicles) were detected by means of a
transparency pair similar to fi, but of
different dimensions, as shown in
Figure 10(c). Call these f.(6). An ex-
ample of this decision applied to Figure
9 is shown in Figure 13 for #=90°.

(4) Pairs of (3) of proper polarity and sepa-

(2)

3)

F16. 9. Aerial photograph input field.

rated by approximately the length of a
vehicle were detected. That is, only if
F2(0490°) and fo(0+4270°) are “‘yes” at
an appropriate separation, according to
the function-pair of Figure 10(d), is the
decision “‘yes.” Call this decision fi(f).
An example of the output of this de-
cision step for # =90° is shown in Figure
14.

A combination of (2) and (4) was taken,
such that only if f3(6) and fi(6-+90°)
was present was the decision “yes.”

(6) A circle-generator was applied to (5).

(5

~’

Some details of the processing inherent in
film reversals are left out of the above list for
simplicity. The results of step (6) are shown
in Figure 15, and the superposition of Figure 9
and 15 is given in Figure 16. Some distortions
due to the crude optical system employed
have occurred at the lower left corner, and
caused the circle to miss the correctly de-
tected vehicle in the lower right corner. Nev-
ertheless, a significant proportion of the non-
two-toned vehicles aimed in the two given
directions has indeed been picked out by the
process. In addition, a vast amount of back-
ground clutter corresponding to houses, trees,
backyards, etc., has been correctly rejected.

It is worth noting that while the above does
not represent the only possible solution to the
stated problem, some simpler approaches
have been tried and found to fail. For
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' F1G. 11. Result of long edge stage
in decision sequence.
F'1G. 10. Decision functions for vehicle detection
sequence. (a) Long edge detector. (b) Close
parallel edge-pair detector. (¢) Short edge detector.
(d) Far parallel edge-pair detector.

= 4.

F16. 12. Result of closelparallel long edge-pair .
stage in decision sequence. F16. 13. Result of short edge decision stage.
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F16. 14. Result of far parallel short edge-pair
decision stage.

F16. 16. Superposition of input aerial photograph
and final output.
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FiG. 15. Final output of vehicle detection
decision sequence.

Fi1G. 17. Single-stage ideal oblong-detector
decision function.
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(a)

DEVIATION
FROM IDEAL

(b)

DEVIATION
FROM IDEAL

FiG. 18. Non-ideal images on oblong-detector.
(a) Deviation of actual vehicle image from ideal.
(b) Approach of non-vehicle image toward ideal.

example, it might seem that if vehicles are in-
deed small dark rectangular objects on a light
field, then the simple one-stage function-pair
of Figure 17 should do a creditable job of
detecting them. This is not the case, how-
ever, for the following reasons. The worst
vehicle image fails to “match" the ideal of
Figure 17 by some percentage. Therefore, the
decision level must be set somewhere below
the total relative area of Figure 17. An
example is given in Figure 18(a). On the other
hand, some objects in the photograph come

PHOTOGRAMMETRIC ENGINEERING

close to matching the ideal rectangular vehi-
cle image. Such an object is the dark shadow
of approximately the width of a vehicle ap-
pearing about half way between dead center
and the lower righthand corner of the picture,
Figure 9. It possesses nearly square corners,
and deviates from a rectangular ideal only in
that it extends too far, as shown in Figure
18(b). If its deviation from the ideal is no
greater than that of Figure 18(a), the two can-
not be distinguished in a single processing
step. It appears that aspect-ratio discrimina-
tion, which comes so naturally to human be-
ings, requires more than one decision stage in
an image processing sequence of the above
type.
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