
-

1260

automatic system will become the operational
tool for data verification and aerial triangula­
tion at the Army Map Service. I t is also pre­
sumed that all aerial triangulation data will
first be processed for blunder elimination and
then for data editing. The automatic svstem
will soon be available for engineering test at
Army Map Service.

GEORGE H. ROSENFIELD

QUALITY CONTROL

Quali ty con trol of any prod uction opera­
tion is necessary to eliminate blunders and
accidental errors, and to maintain a high
reliability in a given product. Design of a
quality control system must be directed to a
particular operation, and requires a complete
knowledge of the en tire system. A comprehen­
sive quality control system is necessary to
achieye success in analytical photogrammetry
operations due to the high degree of geo­
metrical quality which can be achieyed.
Analytical techniques allow state-of-the-art
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INTRODUCTION

DEFINITION AND PURPOSE

(Abstract on next page)

Quality control is necessary to eliminate blunders

and accidental errors, and to maintain high reliability.

Automatic Data Verification

D ATA VERIFICATION is the detection of bad
data (i.e., blunders and accidental er­

rors, as opposed to random and systematic
errors) among observations or measurements
employed in analytical aerial photogram­
metric data reduction operations. Blunders
and accidental errors may enter the system
at any stage of the data acquisition and re­
duction. The blunders prevent the analytical
50lution from converging, and accidental
errors prevent the solution from converging to
the most probable answer. I n most cases, the
blunders and accidental errors exist in the
input data. Techniques of data verification
(blunder elimination and data editing) will
resul tin more nearly correct resu I ts, obtai ned
in less time, and with greater savings.

The data verification system described in
this paper was developed by Autometric/
Raytheon under contract to U.S. Army
Engineer Geodesy, Intelligence, Mapping
Research and Development Agency (CIM­
RADA)t, with the purpose of editing data
prior to entry into a photogrammetric data
adjustment program. The data verification
system is being incorporated into an auto­
matic data reduction system which will in­
clude a triangulation data preprocessing
section, a blunder elimination section, a data
edit section, and the MUSAT aerial triangula­
tion adjustment. It is presumed that this

* Presented at the symposium of the Committee
on Computational Photogrammetry of the Ameri­
can Society of Photogrammetry, Gaithersburg,
Maryland, December 1967. This investigation was
part of a study prepared under contract to the
U.S. Army GIMRADA, Fort Belvoir, Virginia. The
opinions expressed herein are those of the author
and do not necessarily reflect U.S. Army nor Dept.
of Defense doctrine.

t More recently renamed U.S. Army Engineer
Topographic Laboratories (ETL).



ABSTRACT: This paper describes a system for verification of dala prior to entry
inlo a general analylical photogrammetric block adjustment program. The con­
cept of verification of data consists of two parts: (1) blunder elimination, and
(2) data editing. Bl1t1tder elimination refers to those accidental errors which are
cf such large magnitude as to prevent tile solution from converging. Data editing
concerns elimination of those accidental errors which do 1/ot conform to prob­
ability theory, and which pre-vent the solution from cOl/verging to the most prob-

able answer.

AUTOMATIC DATA VERIFICATION

corrections for all known sources of error. Es­
tablish men t and mai n tenance of an effi cien t
quality control system for a photogrammetric
operation must be based upon a complete
knowledge of the fundamental problems in all
phases of the data experiment, including
photographic materials and processing, data
acquisition, instrumentation, data tl-ansla­
tion, and data red uction. Com mission rr of
the International Society of Photogrammetry
has been studying these fundamental prob­
lems (Hallert 1961, 1964). Two domestic
organizations which have already achieved
succes in analytical photogrammetry opera­
tions are the U.S. Coast and Geodetic Survey,
and the U.S. Air Force Eastern Test Range.
Aspects of q uali ty con trol measu res insti­
tuted at these two organizations have been
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c. Random. or accidental errors. Random or ac­
cidental errors are usually small and change their
size and direction according to the law of normal
distribution.

Howe,-er, for specific applications it some­
times becomes necessary to redefine certain of
the terms. I n the considerations of applied
statistics, the types of errors have been de­
fined by Yoshitu (1959) and Mann (1963).
For use with adjustment techniques, the def­
initions for accidental errors and blunders
have been reexamined.

Random Errors. Random errors are those which
can be treated by the methods of probability
theory.
A cci.dental Errors. Accidental errors are those
which cannot be treated by probability theory.
Due to their gross nature, they may be detected
and removed by editing of the data.

published by Harris (1962) and Rosenfield
(1964). The accidental errors and blunders
are caused by such things as incorrect manip­
ulation of instruments, instrument mal­
functions, error in numerical computations,
errors in recordings, and the like.

ERROR ANALYSIS

TYPES OF ERRORS

Fairly standard definitions have been
developed for the various types of errors en­
countered in the measuring sciences. These
definitions ha"e been clearly explained for
the fields of photogrammetry by Hallert
(1960) and of geodesy by Bomford (1962).
The following definitions are composites from
the two references:

a. Blunders (also called large errors or lapses).
Blunders are generally due to mistakes or care­
lessness. They may be detected by repetition or
by simple external checks.
b. Systematic, constant, and periodic errors. Sys­
tematic errors are those whose occurrence, size,
and direction are regulated by a certain func­
tionally expressable law. Constant errors are the
simplest case where all measurements are af­
flicted with errors of equal size and direction.
Periodic errors are a special case of systematic
error.

Btunders. Blunders are those particular acci­
dental errors that are of such large magnitude as
to cause the adjustment of the data to fail to
converge.
.)ystelllat'ic Errors. Systematic errors are those
whose occurence, size, and direction are reg­
ulated by a certain functionally expressable
law. I n general, a cause can be assigned to these
errors and they call therefore be removed by cali-
bration.

An inherent characteristic of statistical
data is that an observation deviates from its
true value or mathematical expectation. The
measure of this deviation is the total error. In
the absence of accidental errors and blunders,
the total error in the observation can be par­
titioned into random and systematic com­
ponents. Under the realistic assumption that
the two parts are statistically independent,
the total error variance is given by:

u~ = uJ, + 52,

where u} stands for the total error variance,
and ut. and S2 for the contribution to the
total error variance due to the random and
systematic errors, respectively.

Quite often the systematic component may
be described mathematically in the form of a
regression equation. According to Hald (1955)
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formation of the mathematical-statistical
model is a technological rather than a statis­
tical task. In some instances, adequate
theoretical knowledge is lacking and an em­
pirical description must be developed. How­
ever, it must be stressed tha tin the long ru nit
is the theoretical description based on pro­
fessional knowledge which must be devel­
oped. Correction for systematic error must be
performed by either precalibration or by
error-model considerations. Location and cor­
rection of accidental errors which lie outside
the probabili ty theory of the random errors is
based on the system being free of systematic
error.

EXISTING DATA EDITING TECHNIQUES

It is the purpose of data editing to detect
and find the magnitude of the accidental error,
locate the erroneous observation, and make
the necessary correction, thus leaving the
good statistical data. The work of the U.S.
Coast and Geodetic Survey in the field of
analytical photogrammetry has been compre­
hensively documented (see Bibliography). All
of the articles stress aspects of both q uali ty
control and of data editing. The present data
editing technique of the C&GS has been devel­
oped about the concept of segmented data
reduction. The first phase is a three-photo
relative orientation conducted in a moving arc
graduation process. At the third rejection in a
given triplet, the strip is automatically
stopped, and the system moves to the next
strip. The second phase is the separate strip
adj ustmen t.

The method for edi ting missile data at the
Eastern Test Range was developed by Yos­
hitsu (1959), and is based on the underlying
mathematical model of the missile flight
trajectory. The method considers the data as
a nonstationary ti me series and utilizes fi ni te
differences and the variate difference techni­
que O\'er given spans of data. The rejection
criterion is a multiple of the computed stan­
dard deviation. Erroneous data are auto­
matically located, rejected, replaced, and
flagged, within the computer.

BASIC ASSUMPTIONS

It is evident from the preceding section on
Existing Data Editing Techniques that ac­
cidental errors and blunders are expected to oc­
cur only very infrequently. The Coast Survey,
for example, will stop the computer run for a
given strip upon determination of the third
acciden tal error ina given tri plet. Yoshi tsu
at the Eastern Test Range has made the

statement that his data editing procedure
works well if the accidental errors are reason­
ably scattered.

Operational use of the technique has indi­
cated this to be true. It follows that when a
large number of acciden tal errors exist ina
system, that they are no longer acciden tal­
but that the data is of poor quality. This
causes the variance to be inflated, and further
editing will result in a raw data smoothing
rather than edi ting. It is also evident that the
relatively few accidental errors are considered to
occur in a large quantity of data. The C&GS does
not expect to locate more than two bad points
in a triplet which may contain at least 12 data
points. Flight data editing aL the ETR will
locate up to 5 consecutive bad points in a span
of 61 data points. Data editing will not take
place for less than 13 and preferably less than
25 data points in a span. [n addition, it is con­
sidered to be operationally poor data if more
than 6 points are edited in a given flight
coverage. Finally, an underlying mathematical
model must be considered for adequate data
editing. The C&GS model is the stereo tri plet,
for which simultaneous relative orientation is
performed. The ETR mathematical model ex­
presses the trend of the missile powered flight
trajectory as a random series at the fourth
finite difference level.

BLU~DER ELIMINATION

Blunders, which may be defined as those
acciden tal errors which cause the adj ustmen t
to fail to converge, may be detected and
eliminated by relatively simple external
checks. Blunders may occur at any stage of
the data acquisition and reduction process;
howe\'er, they may be kept to a minimum by
adequate quality control techniques through­
ou t the da ta ex peri men t. Fi nal iIl\'estigation
fOI" detel"mining and eliminating blundel"s
must take place within the internal structure
of the computer and must consider all aspects
of the data problem. Those areas of interest in
which blunders may occur are: the air station
position and attitude parameters; the identi­
fication and measurement of the image points;
and the ground control data. As indicated
above, blunders may be detected by analysis
of the data with respect to the underlying
trend of the mathematical model. The under­
lying model selected is that for a system of
analytical aerial triangulation.

AIR STATION PARAMETERS

The air station posi tion and attitude param­
eters are input into the computer in terms
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5,,2 represents the set of readings less the value
to be tested_ The statistic 5,,2/52is compared
with the value 0.05. The tested data point is
accepted if:

PASS POINT IMAGES

All data points imaged on the plates are
first considered to be pass points, regardless of
whether or not they might also be images of
control points. As the points must, of course,
be imaged on the plate, the first inspection is
for this source of error. The coordinate of any
image which exceeds the plate limits is to be
rejected. Remaining pass points are to be
tested for blunder elimination by the manner
ou tli ned below:

Two types of equations are required for con­
sideration of pass points. These are the pass point
equations and the differential scale restraint
equations of the MUSAT program (GIMRADA 1965,
Elassal J966).

The kth pass point equation from the con­
jugate images of the ith pass point from thejth
and (j + I)Ih camera stations has the linear form:

qik = Bj · (Aj+lo X AjO) ,

and the Ith differential scale restraint equation
from the conjugate image of the ith pass point
from thejth, U+J)th, U+2)th camera stations
has the linear form:

Mo~t'= - (Bi" Vj) + (Bj+I' Vj+I),

In which
AOj represents the vector from the jth air

station to the target,
B j represents the vector from the U+J)th air

station to thejth air station,

5~/5' ~ 0.05,

and is rejected if;

5,:/5' < 0.05.

The test value 0.05 represents the fact that
more tha n 99 percen t of the error represen ted
by the discrepancies is caused by the rejected
data point.

If the data point has been rejected, a re­
placement data point is computed to fit on the
polynomial determined from the five remain­
ing data points.

If two consecutive bad points are dis­
covered, the analysis assumes that a discon­
tinuity in the time series has occurred. The two
points are accepted and a new strip is ini­
tiated at the first of these points. Upon initia­
tion of this new strip, if three consecutive bad
points are disco\'ered, the evaluation of the
entire original strip for that coordinate is
terminated and an error message is printed.
The program then continues with the next
following strip.

AliTOMATIC DATA VERIFICATION
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in which
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where 5' represents the set of readings, and

The basic consideration for blunder elimi­
nation from the air station parameters is that
the values of the parameters represent a time
series of data obtained along a single strip of
aerial triangulation. Each flight strip is a
separate entity, the blunder elimination pro­
cedure being reinitiated for each strip. Ex­
tensiYe breaks in the strip cannot be ac­
comodated, but must be considered as if a
new strip were being investigated.

The following analysis, a modification of
the technique developed by Grubbs (1950),
will eliminate blunders in the time series of
the air station posi tion and atti tude data: the
time series of air station position values in the
geographic coordinate system, and of the re­
spective attitude values in the local coor­
dinate system are input to the computer.
Each individ ual set of ti me series data for the
length of a particular trip are collected In
series. A linear polynomial in the form:

IJ. = 00 + all

is fit by a moving arc, (shift one), technique
over six points to the time series data by a
standard least squares adjustment technique.
The discrepancies from the fit are calculated
for the ith data point by:

in which Ui is the computed value, and Xi is
the input value. The mean of the discrep­
ancies, and the su m of the squares of the
deviation from the mean of the discrepancies
are computed. The largest discrepancy of the
group is then determined. A new polynomial
fit is made to the remaining data points aftel­
removing that with the largest discrepancy.
A nell' set of discrepancies is determined, and
the mean and su m of the sq uares of this sec­
ond set are computed. The following statistic
is then computed:

of geographic POSI tlon and local atti tude an­
gles together with estimates of their standard
errors:
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The equation for consideration of the
ground control points is the complete ground
control point equation of the MUSAT program
(GIMRADA 1965). Inspection of the ground
control point data is performed in a manner
similar to that for the pass point data. The
constants from a pair of complete ground con­
trol poin t equations for the ith ground con trol
point of thejth camera station have the linear
form:

in which D represents the vector from the air
station to the ground control point, AOOI ' A002

represent synthetic Yectors emanating from
the ground control point. Their estimated
vanances are:

data reduction, together with estimates of
their standard errors:

DATA EDITING

An early decision in the plans for data edit­
ing selected the Creusen sequential algorithm
(Creusen, 1966) in order to determine its ap­
plication to analytical photogrammetry prob­
lems. The decision was also made to use por­
tions of the already available MUSAT program
(GIMRADA, 1965) which is based on the copla­
narity equations, in order to save time in
developmen t of the data edit program. The
MUSAT program simul taneously applies the
pass point equation, the differential scale re­
straint equation, and the ground control point
equation to the data adjustment problem.

S:ij = Aii :Z~j A~,
2 - O-T

siij = A 1)' ];1j A ii,

in which l~ represen ts the covariance ma­
trix of the image coordinates, ground con trol
point coordinates, and air station position and
attitude coordinates for the ith image of the
jth camera, A ij , A ij represent the matrices of
partial derivatives of the pair of ground con­
trol point error equations respectively, with
respect to the image coordinates, ground con­
trol point coordinates, and air station position
and atti tude coordi nates.

The constants representing the pair of
ground control point images are compared
with their respective propagated standard
errors. If the constants exceed a given mul­
tiple of the standard error, the ground control
point data for that particular image is elimi­
nated from the problem. The multiplier value
for the rejection criterion is under operator
control.

- -0
Eij = D·A o2,

Xi, Yi, Zi, TXi' Ty ., II;, Uz " <Fyi' uZi' UTXjl UT y',' uUi;

and values for the plate coordinates of the pass
point images together with estimates of their
standard errors:

E..k = qik,

fil = t:J.da :,+l,
together with estimates of their variances:

2 0 T
Sfik = Aik ~ik Ailt ,

2 0 T
Sf;l = Ail ~il Ail,

in which ~?k' ~?I represent the covariance
matrices of the image coordinates, and air station
position and attitude coordinates, for the two
images of the pass point equations, and for the
three images of the scale restraint equations, re­
spectively, and Aik , Ad represent the matrices of
partial derivatives of the pass point and scale
restraint error equations, respectively, with re­
spect to the image coordinate observations, and
to the air station position and attitude param­
eters.

The constant representing a pair of conjugate
pass point images is compared with the value of
its respective propagated standard error. If the
value of the constant exceeds a given multiple of
the standard error, the pair of image points is
flagged as being in possible error. Additional pass
point equations of different conjugate pairs of
the same pass point are also inspected and, if
necessary, flagged. The same is done for triplets
of pass point images using the constants from the
scale restraint equations. Erroneous pass point
images are identified by inspection of the flagged
data, and are eliminated from the problem. The
multiplier value for the rejection criteria is under
operator control.

(!j represents the normalized vector at the
target, perpendicular to the air station­
target plane.

For each jth air station and ith pass point, the
following data are given-values for the air
station position and attitude parameters in the
coordinate system for the adjustment, together
with estimates of their standard errors:

From the kth pass point equation and the lth
differential scale restraint equation the following
constants are computed:

GROUND CONTROL POiNTS

Each set of grou nd con trol poi n t coor­
dinates is examined with respect to each
corresponding image point. That is, a ground
control point which is imaged on a plate will
be tested against that plate image. Since the
image points are already consistent within
themselves, the ground point will be rejected
if it does not favorably compare with any im­
age point. Logically, it will be rejected at the
first image point. For each ith ground point,
the following data are given-values of the
ground point coordinates in the system for the

1264



AUTO:YIATlC DATA VERIFICATION
1265

1/ = observations.

W= BXo.

QLL A 1: AT
(IXl) (lXu) (uxu) (uXl)

DATA EDIT PROGRAM

The data edit program inspects each pass
point image on a given frame to determine if
it appears on at least one preceding frame. If
it does, the pass point equation is generated
and entered into the solution. After all images
on that frame have been evaluated for the
pass point condition, each is inspected again
to determine whether it appears on at least
two previous frames. If it does, the scale re­
straint equation is generated and entered into
the solution. Each pass point and scale re­
straint equation is applied independently to
the conjugate images of the pass point. A
single pass point equation is formed for each
pair of images, and a single scale restraint
equation is formed for each triplet of images.
These single equations are entered one at a
time into the solution.

After processing of all pass points on the
frames which are present in the computer
memory, the strip is inspected for ground con­
trol. The conjugate images of a tested pass
point are used with only the first two frames
on which they appear in order to generate the
ground control point equation. These equa­
tions are individually entered into the solu­
tion. Three g,'ound control points (not on a
straight line) are required for the frames
within the computer memory in order to ori­
ent the strip absolutely. If three ground con­
trol points are not found, editing of all ground
control data cannot be performed. For this
case of sparse ground control, the standard
edit procedure in the data reduction adjust­
ment system (based on the weighted re­
siduals) will easily edit the ground control

data.
The program will accomodate the data of

only seven photographs at a time within the
computer memory. Upon processing of these
seven photographs, the first photograph and
its associated data (including ground control)

W represen ts a discrepancy from the condi­

tion:

in which 1: represen ts the covanance matrix
of the observations, and

ad
A=-,

a/t

QLL represents the transformed covariance
matrix of the observations, performed in the
manner:

l
QLLJ
(IXI)

u 2
p!

p = parameters.

r U
2
pI

I (IXI)

Qxx = l(n+lxn+1)

where d represents the observation equation
evaluated at the approximations, and

ad
b=-'

ap

I mproved values for approxi mations to the
vector of parameters X and to the covariance
matrix of the parameters Qxx are given by:

X = XO - oX,

Qxx = QOxx - oQxx,

in which xo, QOxx represent the approxima­

tions, and where
oX = QOXXBT(BQoxxBT)-IBXO,

oQ.>X = QOxXBT(BQoxxBT)-I(QOxxBT)"'

where

x = [XIX' ... xnd]T,
(n+IXI)

(lxn+ l )

in which
BX= 0,

(note: Qxx mayor may not be diagonal),

in which

CREUSEN SEQUENTIAL ALGORITHM

The Creusen sequential algorithm, (Creu­
sen, 1966), operates sequentially on one
equation at a time. Each equation is brought
into the system without the necessity of re­
peating the preceding adjustment in order to
incorporate the new information. Within the
concept, the ground posi tion coordinates are
considered as parameters in the pass poi n t
equations, and as observations in the ground
control point equations. \Yithin the algo­
rithm, a discrepancy for each equation is com­
puted. This discrepancy represents failure to
meet the condi tion represen ted by the eq ua­
tion. For the coplanarity equation, the dis­
crepancy represents failure of the conjugate
images to lie on a plane wi th the pass poi n t.

The data editing procedure prepared by
Autometric utilizes the Creusen sequential
algorithm for solution of the condition equa­
tions. Operation of the algorithm in the Data
Edi t Program may be su mmarized as follows.

The linearized observation equation has
the matrix form:
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will be removed from core, and the eighth
photograph and its associated data (including
ground control) will be read in. This system
will continue until all frames and their data
have been processed.

Data are rejected wi thin the basis of the
discrepancy which is computed for each equa­
tion. If a weighted discrepancy is found which
exceeds the rejection cri terion, the data lead­
ing to the equation are rejected. The rejection
criterion is based on the standard deviation of
all weighted discrepancies determined up to
that point in the solution. In this manner, the
sol u tion is allowed to fi nd its own statistical
limits. All of the discrepancies are computed
using the same set of approximations to the
parameters and covariance matrix. Thus all
discrepancies belong to the same statistical
population.

DATA REJECTION CRITERION

The data rejection criterion is selected to
edit data in such a manner that there is 'Y
percent confidence that at least ex percent of
the individual values are within acceptable
tolerance limits. Any data lying outside of
these limits are to be rejected. The limits of
rejection are herein referred to as the data
rej ection cri terion.

If the data to be edited are assumed to be
composed of random variables from the same
statistical population with estimate of the
mean as zero, and esti mate of the standard
error as CTo, the rejection criterion c then has
the value:

C = p<TO,

where CTo represents the aposteriori value of the
standard error of unit weight estimated from
the least squares adjustment procedure, and p
represents a constant multiplier. \i\lhen the
mean J.L and the standard deviation CT of the
population is absolutely known, it is correct
to say that 99.73 percent of the individual
values will lie within ±]CT. However, the p­
factor in the program is under operator con­
trol for a given test run, and any value de­
sired may be chosen.

The Creusen sequential algorithm used in
the Data Edit program operates individually
on single equations. Each equation expresses a
physical condition relating the data from
which it is formed. The Creusen algorithm
directly computes a discrepancy for each
equation which represents the failure of that
condition to be fulfilled. The data to be in­
spected by the edit program are represen ted
by the set of discrepancies from all equations
used in the adjustment to that point.

Assuming that the discrepancies are un­
biased and uncorrelated, the standard error
of unit weight for all the discrepancies in the
sample is estimated by the equation:

(<To)u = [Eu/fu]1/2,
in which

E = t [(W 2
u );/(QWW)i],

i_I

where Wui represents the discrepancy com­
puted in turn from the pass point, scale re­
straint, and ground control point equations
for the ith equation, in the manner:

W = BXo,

and (QWW)i represents the propagated esti­
mate of the variance for that discrepancy
computed in the manner:

Qww = BQxxBT,

in which B represents the vector of partial
derivatives of the error equations with respect
to the parameters, Qxx represen ts the co­
variance matrix of the parameters.

j" represen ts the degrees of freedom for the
separate systems of pass poi n t, scale re­
straint, or ground control point equations,
and is computed in the following manner:

For the pass point equations,
f = k(n -5)
in which n is the number of conjugate image
pairs per model, k is the number of models, k =
j-i, andj is the number of photographs.

For the scale restraint equations
f=n-k+1
in which n is the number of conjugate triplets,
k is the number of models.

For the ground control point equations:

f = j(2n) - 6

in which n is the number of ground control point
images per photograph,j is the number of photo­
graphs.

These equations for determining degrees of
f.-eedom are specialized for the case where all
models contain the same number of image
points. However, they can be applied to the
general case by the following modifications:
For each model, let the value of k be the num­
ber 1. Furthermore, let the number of de­
grees of freedom for each model be added to
the total accumulation of degrees of freedom
for all the preceding models. I n this manner,
the cumulated value will be correct. For the
grou nd con trol, let the val ue of j be the nu m­
ber 1 and proceed as above.

The weighted discrepancy representing a
giYen equation is determined in the manner:

WWu = [(Wu);/QWW)i]"2,

and is compared with the rejection criterion
established up to that point in the editing
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process. If the value of the weighted discrep­
ancy exceeds the rejection criterion, editing
is performed. Editing of the data in the se­
quential manner does not take place until
adequate degrees of freedom are available to
establish confidence in the validity of the re­
jection. Adequate degrees of freedom are
presently considered to be available upon
completed processing of:

The first model for the pass point equations.
The first triplet for the scale restraint equations.
The first seven frames for the ground control

equations.

However, the first cumulation of data before
reaching adequate degrees of freedom must
also be edited. Upon first reaching the desired
number of degrees of freedom, all of the
weighted discrepancies for the first accumula­
tion of data are compared with the rejection
criterion. If a data point is rejected in this
operation, the next data point is brought in to
reestablish the desired number of degrees of
freedom, and the test is repeated for the en­
tire initial set of weighted discrepancies.

In addition, the program will also allow
editing to be performed for the minimum de­
grees of freedom being equal to one. For ex­
ample a complete model with only 6 pass
points yields one degree of freedom; and edit­
ing will be performed for this model. How­
ever, the analyst is cautioned on the amount
of confidence to be placed on this type of
editing.

EPILOG

Knowledge gained during development and
test of this data verification system has indi­
cated that a more elegant mathematical
model and a different solution algorithm
might result in a more efficient data reduction
operation, although the system developed is
both valid and adequate for its purpose. The
revised analysis would use a sequen tial algo­
rithm other than the Creusen sequential algo­
rithm and a mathematical model ba ed on
relative orientation for the pass points, and on
the collinearity condition equations for the
grou nd con trol poi n ts, instead of on the
coplanarity condition equations of the MUSAT
program.
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