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Accuracy of Analytics
by Computer Simulation
15 points instead of 6 for relative orientation reduced
position errors 25% and height errors 10%.

ABSTRACT: Twenty-five independent strips comprising ten models each were
analyzed to determine the accuracy of analytical aerotriangulation for flat
terrain, for valleys, and for side-sloping terrain. These are the terrain types
usually encountered in highway construction. The height differences average 10
percent of the flying height for valley-type terrain and 15 percent for side-sloping
terrain. Six points as well as 15 points were used for relative orientation. A
regular pattern of points was chosen on the ground and projected on the photo­
graphs (25 points per photograph). A random normal variable generator, inter­
nally programmed, was used to give displacements to the image coordinates.
After the strip was bridged, a second-degree conformal transfo'rmation was
applied to transform the strip coordinates to ground coordin(Ltes. The investiga­
tions were continued for flat terrain, using six points for relative orientation, and
simulating stereocomparator measurements. Simulations were also conducted
for conditions where the accuracy of the Pholocoordinales decreased towards the
edges as well as when the measurements of corresponding points in the different
photographs were correlated. Finally, the triplet method was simulated.

INTRODUCTION

W ITH THE INTRODUCTION of analytical
photogrammetry it has become possible

to eliminate or reduce many of the systema­
tic errors which adversely effect the aerotri­
angulation results of analog methods. Using
analog methods, the instruments are more
complicated and it is not possible to correct
known systematic errors numerically. I tis,
therefore, of practical significance to investi­
gate the propagation of accidental errors in
triangulated strips.

In the case of flat terrain and using the
six-poin t method for relative orien tation, the
theoretically expected accuracy has been de­
rived for flat terrain. For mountainous ter­
rain, and using more than six points for rela­
tive orientation, a theoretical derivation be­
comes laborious. If it is assumed that the ac­
curacy of the image coordinates varies over
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the photo plate, or that the observations of
corresponding points in different photographs
are correlated and a transformation of the
strip coordinates to ground coordinates is in­
volved, then a computer simulation is a
practical solution to evaluate the accuracy.

This paper can be subdivided into two
parts. In the first part the accuracy of tri­
angulated strips in mountainous terrain is
reported. I n the second part some tests are
described assuming a decreasing accuracy of
the photo coordinates towards the edges, as
well as correlated observations of correspond­
ing points in different photographs. Also a
comparison has been made using a mono­
comparator and a stereocomparator. Finally,
triangulation results with the triplet method
are reported.

The simulation programs were written in
ALGOLIP, which is a simplified version of
ALGOL 60. The computations were done on
the OKITAC 5090 of the Institute of Industrial
Science, University of Tokyo; the OKITAC
is a medium-size, slow-speed computer.

1084



ACCURACY OF ANALYTICS BY COMP 'TER SIM LATION 108S

In all the cases investigated, 25 indepen­
dent strips of ten models each were analyzed.
The focal distance was assumed to be 15 cm
and the base-height ratio 2/3. The photo­
graphs were assumed to be taken vertically
with equal base length. The only significant
effect of nonvertical photographs was the in­
creased n umber of iterations necessary for
relative orientation. The terrain points were
chosen in a regular pattern spaced at dis­
tances of half a base length. This means 105
points were covered by a strip of ten models.
All terrain points were used to transform the
strip coordinates to ground coordinates. With
this procedure, variations in the accuracy
could not be attributed to a specific choice in
the location of ground control.

After projecting the terrain points on the
photographs (25 points per photograph) "
randomly distributed displacements in both
x and y were applied to the fictitious plate
coordinates. I n the following it has been as­
sumed that the errors in the measurements
of the plate coordinates were normally dis­
tribu ted. To introduce displacemen ts to the
photo coordinates, use was made of a random
normal variable generator, which was inter­
nally programmed.

This generator can be explained as follows.
If U1 and U2 are independent uniform devi­
ates, then

x = (-2LnU,)1/2 cos 2rrU2

is a random normal variable with mean 0
and variance 1. To generate independent uni­
form deviates, use was made of the pseudo­
random number generator Ri +l = 177147 Ri.
The starting value for Ro was 78125. To go
from random numbers to uniform deviates,
the random number was divided by the
word length of the com pu ter. I n this case
U = R/1012 . For different kinds of computers,
there exist several methods which generate
normal deviates faster (see ref.), bu t this
method was selected because the memory
space required is small. Mathematically this
approach has the attracti"e advantage that
the transformation for going from uniform
deviates to normal deviates is exact. The
errors assigned to the photo coordinates have
mean 0 and standard deviation 5 microns.
In case of independent observations the
standard deviation of the y-parallax was,
therefore,

S,p = (25 + 25) 1/21{ = 7 microns.

If not stated otherwise, the coordinates
were measured with a monocomparator. The
relative orientation was computed as has

been described by Jerie (1956). An approxi­
mate value of the orientation elements of the
second photograph was obtained from the
parallax equation

X2)'2 ()'22))'2 - )'1 = X2 X K + f X q, +f X 1 +P X W

(

XI - X2) bz b)'+ Y2 X -- X - + (Xl - X,) X -r b:~ bx

where XI, Yl, X2, and Yz refer to the coordinates
of photos 1 and 2, respectively, of a stereo­
model. The Greek letters K, <p, and w refer to
rotations of the second photograph about the
Z-, yo, and x-axes, respectively. The symbols
bx, by, and bz refer to the X-, yo, and z-dis­
tances between the perspective centers of the
two photographs. After corrections of the
measured picture coordinates, the process
was repeated until the changes were negli­
gible.

MOUNTAI TaUS TERRAIN

Three types of terrain which are often en­
countered in highway construction were in­
vestigated; namely, flat terrain, valley type,
and side-sloping terrain. The height differ­
ences averaged 10 percent of the flying height
for valley-type terrain and 15 percent for
side-sloping terrain. The previously mentioned
generator was also used to generate valley
and sidesloping terrain.

The points at the center of the strip were
designated by ee and the points outside the
strip axis by UU, ue, Le, and LL. (see
Figure 1). The elevations of the terrain points
along the lines UU, ue, ee, Le, LL were
generated with mean AI and standard devia­
tion S. The values for },f and S for a flying
height of 1500 meters are shown in Table 1.

The choice of these figures was not based
on strict logic, but the following criteria
served as guidelines:

1. The valley and side-sloping terrains
generated were to have height differences

FIG. 1. The arrangement of the terrain points.
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TABLE 1. TERRAIN CHARACTERISTICS

Valley Slope

M S M S

UU +70 III 40 III +150111 40 III

UC -30 30 + 50 30
CC -80 20 - 50 30
LC -30 30 -100 20
LL +70 40 - 50 30

averaging 1 percent and 15 percent of the
flying height respectively.

2. The variations needed to be large
enough to make the results applicable to as
many practical cases as possible but, on the
other hand, not so large as to make the
physical characteristics of the valley and
slope terrain unrealistic and the results
meaningless.

As can be seen from Table 1, the sideslope
was not really a slope but a valley with a
high side and a low side. The negative values
for the elevations were chosen to get an aver­
age photo scale which was equal for the
three types of terrain.

MODEL SIMULATION

The simulations were started for one model.
To calculate the orientation elements, 6
points as well as 15 points were used. The
model was simulated 36 times. Each time new
terrain was generated, the terrain points pro­
jected on the photographs and new errors
were assigned to the image points. In Figure
2 are shown the standard deviation of the
residual parallaxes in each point for 36 repe­
titions.

Because of the different elevations of the
terrai n poi nts, the location of the image
points on the photograph vary in a systema­
tic way. Therefore different values for the
resid ual parallaxes can be expected for the
three types of terrain. However, it was de­
cided to have the terrain points in a regular
pattern on the ground, even though this
might cause slight variations in the pro­
jected images. As can be seen from Figure 2,
the standard deviation of the residual par­
allaxes was in accordance with the theoreti­
cally expected values. \i\lhere 15 points were
used for relative orientation, the standard
deviation of the orientation elements and
BZ was significally smaller than was ex­
pected. Therefore, it was decided to calculate
also th~ standard deviation of the orientation
elemen ts of a can tilever extension and this
was the next phase carried out.

CANTILEVER EXTENSION

A cantilever extension of 10 models was
simulated for the three types of terrain. For
these types, the same series of errors were
generated and assigned to the photo coor­
dinates. The relative orientation was com­
puter using 6 points as well as 15 points. The
model was scaled by equating the elevations
of the transfer points (3 points and 5 points
respectively). The bridging was repeated 36
times, generating new terrain for each case.

The standard deviation of the X-, yo, and
Z-coordinates is shown in Figure 3.

As can be seen from Table 2, the standard
deviation of the orientation elements was in
accordance with the theoretically expected
values, which are shown in brackets. It indi­
cates that the computing procedure as well
as the variable-number generator was reli­
able for this particular purpose.

STRIP ADJUSTMENT

To investigate the absolute accuracy, 25
independent strips of 10 models were bridged
and adjusted to the ground coordinates. To
transform the strip coordinates to the ground
coordinates, a second degree conformal trans­
formation was applied, as has been described
by Schut (1962). This transformation is a
sequence of conformal transformations in two
dimensions XZ, yz, and xy, which is of particu­
lar interest in mountainous terrain. The re­
sults are shown in Table 3. The accuracy for
x, y, and z is shown for points located along
the lines UU, ue, ee, Le, and LL.

As can be seen from Table 3, the accuracy
for flat terrain, valley, and slope was the
same for height differences of 10 percent and
15 percent of the flying height. Where 15
points were used instead of 6 for relative
orientation, a 25 percent gain in accuracy was
obtained in planimetry and 10 percent in
height.

The accuracy of the x-coordinates is not
only uniform but considerably greater. A re­
duction of the difference in y-accuracy can
be attained through an improvement of the
accuracy of the orientation elements K and w
with respect to the other orientation ele­
ments. An alternative solution is to force a
strong correlation in the K and w errors of
successive models. The results shown so far
are obtained by simulating triangulations for
a monocomparator or a stereocomparator
with three plate carriers.

STEREOCOMPARATOR

If a two-plate stereocomparator is used,
the points located in three photographs are
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FIG. 2. Standard deviation of residual y-parallaxes.
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measured twice. It was assumed that the
two measurements were independent. It is
very unlikely, however, that two measure­
ments of the same point or different points
located in the same area are independent be­
cause of film shrinkage, etc. The stereocom­
parator results as shown in Table 4 can, there­
fore, be considered to represent an extreme
case. As can be seen from Table 4, the overall

accuracy dropped by about 10 percent, and
also the variation in accuracy for points
along the strip axis and the edges became
larger. This result is almost contrary to the
outcome of the theoretical investigations by
v. d. Weele (1964), which may be partly acci­
dental and partly due to the transformation
of the strip coordinates to the ground coor­
dinates.
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FIG. 3. Cantilever extension of 10 models. (Vertical scales of upper diagrams apply
to all of them).

TABLE 2. STANDARD DEVIATION OF ORIENTATION ELEMENTS

FIGURES IN BRACKETS ARE THE THEORETICAL VALUES

Flat Terrain Valley Slope

6-paint i5-point 6-point i5-point 6-point
I

15-point

K·IO-6 rad. 55 (57) 46(44) 56(56) {47 (44) 56(57) 46(44)
cf> .10-6 rad. 107 (105) 97(94) 97 (95) 91(87) 98(97) 91 (89)
w·1O-6 rad. 90(91) 66(64) 111(113) 77 (76) 102 (103) 71(70)
bz, (micron) 7(7) 6(6) 6(7) 5(6) 6(7) 5 (6)
by, (micron) 18(18) 12 (12) 22 (23) 14(13)

I
20 (21) 13 (13)
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TABLE 3. STANDARD DEVIATION OF X, y, Z-COORDINATES

6-point Method

1089

Ftat Valley

I
Slope

Mx My Mz Mx My Mz Mx My Mz
UU 19 21 22 20 22 20 19 21 19

C 17 14 21 16 16 20 16 15 19
CC 15 14 20 14 16 19 1-1- 15 19
LC 16 17 20 16 19 19 16 17 20
LL 20 23 21 20 24 19 20 23 21

Av. 17 18 21 16 20 20 17 18 20

15-point method

Flat Valley Slope

Mx My Mz Mx My Mz Mx My Mz
UU 15 18 19 15 18 18 15 18 17
UC 13 13 19 13 14 18 13 13 17
CC 13 11 18 12 12 18 12 II 17
LC 13 13 18 13 1-1- 17 13 14 18
LL IS 18 18 15 18 17 IS 18 18

Av. 14 IS 19 13 IS 18 14 15 18

CORRELATED OBSERVATIONS

As can be expected, the settings of the
measuring mark on a point in two photo­
graphs are not independent but correlated.
Investigations by Visser (1964) show a cor­
relation of 70 percent. Although this may
differ from one case to another, it is useful to
investigate its influence on the accuracy of a
strip triangulation. In the fol1owing a corre­
lation of 70 percent was assumed. In order to
be able to compare results it was decided to
keep the standard deviation of the y-par­
al1axes at 7 microns. In assigning errors to
the photo coordinates the fol1owing condi­
tions were imposed. If Nand NI are two ran­
dom normal variables with mean 0 and stan­
dard deviation 9 microns, then the variables
Nand (N+M)/2 are normal1y distributed
with mean 0 and standard deviation 9 mic­
rons and a correlation factor 0.7. This pro­
cedure was fol1owed in assigning errors to the
x, y-photo coordinates of corresponding
points. If YI and Y2 are two normal1y dis­
tributed variables with the same mean and
standard deviation 9 microns and correlation
factor 0.7, then it can easily be shown that
the standard deviation of the paral1ax mea­
surement is Sp = 7 microns. The results of the
triangulations are shown in Table 4. As can
be seen, the overal1 accuracy dropped by 25
percent. The variation in accuracy for points

along the strip aXIs and the edges did not
change.

VARYING ACCURACY OF PHOTO

COORDINATES

As has been shown by experiments in
Sweden and mentioned by Hal1ert (1964),
the accuracy varies greatly from the nadir
point towards the edges. As this is very diffi­
cult to differentiate from the residual par­
al1axes, and impossible to find it, only six
points are used for relative orientation, it is
interesting to investigate this effect on the
accuracy of a strip triangulation. It was as­
sumed that the accuracy decreases propor­
tional1y to the square of the distance from
the nadir point:

S. = 5[(25 + V)/138/l]1f2

S. = 5[(25 + V)/138/l]1f2

where L is the distance from the nadir point
in centimeters. The accuracy of x and y at the
nadir point is therefore 2.2, and in the corners
6.2, which is a moderate increase as compared
with the variations mentioned by Hal1ert
(1964). If we restricted ourselves to the 9
poin ts on the photo plate used for relative
orientation, the overal1 accuracy of the x and
y photo coordinates is 5.3. If al1 25 points are
inel uded, the overal1 accuracy is 4.7. I n this
way the results of the strip triangulation can
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be compared with results obtained previ­
ously, where the accuracy of the photo coor­
dinates is uniform with a standard deviation
of 5 microns. As can be seen from Table 4,
the overall accuracy did not change signifI­
cantly. However, the difference in accuracy
for points along the strip axis and at the
edges did increase 100 percent for y.

TRIPLET

Al though the total com pu tation ti me re­
quired for a strip triangulation was doubled
when using the triplet method, the absolute
accuracy as well as the relative accuracy of
the strip would be expected to improve.
Since the computation time is usually not
the main burden of a photogrammetric pro­
ject, this method may prove to be more eco­
nomical considering the overall cost. Besides,
this method provides more possi bili ties of
detecting gross errors, which may save time
on the remeasuremen ts.

The increase in computation time was
mainly due to the extra time required to form
the normal equations and to solve the 11 un­
knowns. Using the three-photograph method,
15 condition equations with 11 unknowns
were to be solved. There were 6 y-parallax
equations for the left pair of photographs and
6 y-parallax equations for the right pair. In
addition there were 3 x-parallax equations for
the 3 points in the overlapping area of the 3
photographs.

If we designate the coordinates of the three

subsequent photographs by Xl, Yl, XZ, yZ, Xs,

and Ys, then the three types of equations can
be written as follows:

)'3 - )'2

(
X2) XIYI

= YIKI + l' 1 + - </>1 +-- X WI
1'2 l'

XI bYI+- (X2 - XI) - - YaKa
l' bXl

(
xa2 ) X3Y3+ l' 1 + - <1>3 + -- X W3
1'2 F2

~:3 bZ3 (bX2 - b~:I)+ -; (~·2 - xa) - + (X2 - :rl)
f bX2 bXl

With these condition equations, the normal
equations are formed and the 11 unknowns
solved. As the unknowns represent approxi­
mate values, the process is repeated in an
iterative fashion. Successive triplets were
oriented until the strip was completed. Points
in the beginning and end of the strip were
located in one triplet only. Normal points

TABLE 4. STANDARD DEVIATION OF x, y, Z-COORDINATES FOR FLAT TERRAIN
USING 6-POINT METHOD

I x, y-Adjustment, Conformal x, y-Adjustment, Independent Stereocomparator

Mx My Mz Mx My Mz Mx My Mz
UU 19 21 22 16 20 22 23 25 26
UC 17 14 21 16 14 21 I 19 17 24
CC 15 14 20 15 13 20 17 15 22
LC 16 17 20 16 16 20 19 18 21
LL 20 23 21 16 22 21 24 24 23

Av. 17 18 21 16 17 21 21 20 23

Correlation Varying A ccura.cy
Triplet70% percent 5 = 5( (25 +L2) /138)1/2

Mx My Mz Mx My Mz Mx My Mz
U 25 27 28 21 23 25 16 17 18
UC 21 19 26 18 14 23 14 10 18
CC 20 17 24 18 12 21 13 9 17
LC 20 20 25 18 15 22 14 12 17
LL 25 27 26 21 23 24 16 18 17

Av. 22 22 26 19 18 23 14 14 17
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were covered by two triplets and points lo­
cated in three photographs by three triplets.

FLAT TERRAIN, SIX-POINT METHOD

In the following, only flat terrain was con­
sidered using six points to compute the orien­
tation elements. The results are shown once
more in Table 4. I t is interesting to note the
sharp drop in accuracy for planimetry from
the center toward the edge of the strip. The
decrease in accuracy was 50 percent for the
y-coordinates and 25 percent in x, whereas
the accuracy in elevation was almost uniform.

To investigate the flexibility of a second­
degree conformal transformation, 10 strips
were adjusted with different weights for the
ground coordinates. The weight assigned to
the planimetric position of the ground control
points was in the first case (1 +ay2) and (2
- ay2), respectively, the accuracy in x, y, and
z was the same (at least within microns). Ap­
parently a second degree adjustment cannot
force a uniform accuracy in strips of 10
models.

The difference in accuracy in y was caused
by errors in azimuth K and transversal tilt w
which could not be eliminated by scaling,
because these errors acted with opposite
signs in the wing points and cancelled each
other. The effect on the y-coordinates was
more pronounced than on the z- or x-coor­
dinates. The accuracy of the x-coordinates
varied more than the z-coordinates due to the
conformal transformation in xy.

In Table 4 the results are shown of strip
triangulations, where corrections to x, y, and
z were computed independently according to
the second-degree polynomial:

A o + A,x + A.y + A,x' + A,xy + AsY'.

The coefficients were determined indepen­
dently for the x and y adjustment contrary to
the case where the transformation is con­
formal in x, y, and with a relationship exist­
ing between the coefficients of the x and y
transformation. Accordingly, 1, 2, or 3 strip
coordinates were determined for the same
point. The fmal strip coordinate was obtained
by taking the average.

Although this is arather arbitrary solution,
it is the most obvious one. The strip coor­
dinates were transformed to the ground coor­
dinates with a second degree conformal
transformat!on in xy and independently for
z, as had been done before. For flat terrain
the confOI'mal transformations in xz and yz
resolved automatically in an independent
transformation for z. As can be seen from
Table 4, the overall accuracy improved by 25

percent. The variation in accuracy however
was still considerable and no improvement
was gained.

As has been stated before, an increase in
the accuracy of the elemen ts K and w will de­
crease the variation of the accuracy within
the strip. If we consider a triplet, the ac­
curacy of the orientation elements K, w, and
by improves by 10 percent, but the results
are also influenced by the changed correla­
tion factors of the orientation elements. After
bridging, the points had 1, 2, or 3 strip coor­
dinates, and the final coordinate was deter­
mined by taking the average. The whole
process was rather obscure and it is more
practical to rely on the results of the simula­
tion.

CONCLUSIONS

In interpreting the results, the following
facts should be taken into consideration. It
has been assumed that the errors in the photo
coordinates are normally distributed, the
standard deviation of the y-parallaxes being
seven microns, a regular pattern of errorless
ground control points was available, and
second-degree transformation were used to
transform the strip coordinates to the ground
coordinates. The results, given in microns at
photoscale were obtained by analyzing 25
independent strips of 10 models each. When
the height differences of valley and side-slop­
ing terrain average 10 percent and 15 percent
of the flying height respectively, the accuracy
is the same as can be expected for flat terrain.
It has also been shown that by using 15 points
instead of 6 points for relative orientation, a
25 percent gain in accuracy can be expected
in position and 10 percent in height.

The variation in accuracy of points within
a strip of 10 models was still considerable. The
difference in accuracy for points along the
strip axis and along the edges amounts to
50 percent in y and 25 percent in x. Ap­
parently the location of the ground control
does not reduce this effect. \iVhen the correc­
tions for the x and y strip coordinates are
determined independently, the difference in
x accuracy is eli minated. The sim ulated
triangulations on a stereocomparator gave
accuracies which were 10 percent worse than
for a monocom parator. If we assu me tha t the
observations of corresponding points were
correlated with a correlation factor of 0.7,
then a 25 percent drop in accuracy can be
expected for strips of 10 models. \iVhen the
accuracy of the photo coordinates varies in
proportion to the square of the distance from
the nadir poin t and the standard deviation is
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three times as large in the corners than in the
nadir point, the overall accuracy was the
same. However, the difference in accuracy for
points along the strip axis and along the
edges increased to 100 percent for y.

In computing the triangulation with the
triplet method an increase of 25 percent in
overall accuracy can be expected. The use of
this method in practice is therefore recom­
mended.

Al though some of the resul ts shown are
well known and obtained by other means, it
shows that this approach is not only very
quick but also very effective and has very
few limitations.
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