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Accuracy of Stereo Models
by Simulation

INTRODUCTION

I N ORDER TO !l\VESTIGATE the accuracy of
different photogrammetric models a series

of simulations has been made. Three differ­
ent mathematical approaches will be de­
scribed here and the accuracy of them in­
vestigated. The methods treated are:

1. The restitution is divided into relative orien­
tation followed by absolute orientation.

2. Rigorous solution of the double point resec­
tion in space considering parallax conditions
for the bundle of rays.

3. Single point resection of the two cameras
without using the parallax conditions.

The simulation technique has also been
used to investigate the effect on the stereo-

135 additional points located in a regular
grid with a spacing of 15 mm have been used
as checkpoints where the accuracy is investi­
gated. In order to study the effect of irregular
errors in the image coordinates on the orienta­
tion elements and on the terrain points, an
error in every image coordinate has been in­
troduced. These errors have been obtained
with a random number generator. The irreg­
ular errors have been chosen here so that
they are normally distributed with mean of
zero and a standard deviation of 10 microns.
The results which are given below thus as­
sume a standard error of unit weight in the
image coordinates of 10 microns.

\"here the irregular errors hav!' been intro-

ABSTRACT: Simulation technique has been used to investigate the accuracy of
different approaches to the photogrammetric treatment of single models. The
simulation technique has also been used to investigate error properties of models
for #fferent combinations of control points and for cases where the control
points are not assumed to be error free. Also the influence of a weight variation in
the image coordinates on the model is investigated.

scopic model when the control points are not
free from errors. AIso differen t com bi na tions
of geodetic control is investigated.

As there are reasons to expect that the im­
age coordinates do not have equal weight over
the whole image area the effect of such a
weight variation has also been investigated.

METHOD

For the computations, flat terrain and ver­
tical photogra phy taken wi th a wide-angle
camera and with the normal 60 percent over­
lap of the pictures have been assumed. Six
points in the characteristic locations have
been used where the y-parallax condition is
accomplished (relative orientation) and five
completely determined control points have
been used to fit the models into the geodetic
coordinate system (absolute orientation).

* Submitted under the title "Investigation of
Accuracy in Stereoscopic :\[odels Using a Simula­
tion Technique."

duced in the image coordinates, the calcula­
tions are made as if real pictures had been
used. As the exact locations of the points are
known it is possible after every model com­
putation to calculate the true errors in the
terrain coordinates as well as in the orienta­
tion elements. By repeating the computations
for a number of different models, a statistical
estimation of the accuracy can be obtained.
The accuracy in the estimation of the stan­
dard errors is, of course, increased with an
increased number of simulated models. For in­
stance for SO models the 95-percent confidence
interval is obtai ned from the x2-distri bu tion
and is

0.84·s < s < 1.24·s

and for 100 models we have

0.88·s < s < 1.16·s.

These confidence intervals are valid for the
elements of exterior orientation and also for
the accuracy of t he standard error of one
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And for absolute orientation the differential
formulas are:

I " I x'y" x"y'
Y - Y = xd"1 - -- d</>I - ;r"dK' +-- d</>,

c c -

( yl"l")- 1+--:;- CdW2'

point. For the values obtained for the entire
model (135 points), the following confidence
intervals are obtained from the t-distribution:

Right camera

X o, = dXo+ b·dS

Yo, = dVo+ b·da

Zo, = dZo - b·d."

K, = dK' + da

</>, = d</>, + d."

w, = dw, + d~

Lelt camera

X OI = dXo

Y OI = d Vo

ZOI dZ o

"I = dKI + da

</>1 = d</>I + d."

WI d~

d Y = d Yo + 2'.- dZo + x d" - xy d</> + (I + .t) It dw
It It It'

where x = X - X o; y = V - 1"0; It = Zo - Z.

For every point (i) where the parallax condi-

T X _ (X') xydX =dXo+-dZo-ydK- 1+- hd</>+-dw
It Ii' It

RIGORO S SOLUTION or THE DOUBLE­

POINT RESECTION IN SPACE

H. Schmid has shown5 how to handle aerial
triangulations rigorously. Thi approach is of
course valid not only for triangulations in
strips and blocks but also for treatment of
single models. The method can be described
briefly in the following way. Six orientation
elements are introduced as unknowns for
every camera and one unknown for eyery un­
known terrain coordinate, that is as a rule
three unknowns for each point. In this way
four observation equations are obtained for
one point which is seen stereoscopically. At
the same time the number of unknowns is in­
creased by three if the coordinates of the
points are not known. The condition of in­
tersecting rays in space is at the same time
fulfilled. It is very easy to take into considera­
tion a weight variation in the image coor­
dinates as those are the observations which
are to be adj usted.

For a model with five completely known
control points and six points for the relative
orientation, 12 unknowns are obtained for the
exterior orientation of the two cameras and 18
unknowns for the 6 relati\'e orientation
points; in all, 30 unknowns and 44 observa­
tion equations. The error equations for the
control points are:

In this way 100 models have been simulated.
From these calculations the accuracy of the
elements of the outer orientation and also the
accuracy of every single point within the
model area are obtained.

for the check points. The errors in the final
data of the outer orientation of the cameras
are functions of the elements of the relative
and absolute orientation and have been ob­
tained in the following way:0.983'5 < 5 < 1.017'5

0.988'5 < 5 < 1.012'5.

For 50 models

For 100 models

dX = dX0 - S y da - S z d." + x dS

d Y = d Yo + S x da + S z d~ + y dS

dZ = dZo + S y d~ - S x d." - z dS.

SEPARATE RELATIVE AND ABSOLUTE

ORIENTATION

This method of treatment of photogram­
metric models is the most common in use.
Besides, it also follows the photogram metric
procedure in analog instruments and, there­
fore, is of special interest. For relative orienta­
tion the following error equation is used:

Usually the model treatment is not done
quite rigorously. \Vhen the relative orienta­
tion is completed and the model coordinates
have been calculated the discrepancies in the
control points are treated as observed quanti­
ties and these are adjusted as equally
weighted observations. To get a more nearly
correct treatment of the adjustment one
ought to take into consideration that the
model coordinates after the relative orienta­
tion do not have the same accuracy and also
t he fact that they are algebraically correlated
with each other. The calculations which
have been made here, however, are made
regardless of these facts. The theory of errors
for stereoscopic models which are treated us­
ing this method have been investigated
thoroughly by Hallel-t with the help of alge­
braical derivations ' ·2.3

\Vhere the relative and absolute orienta­
tions have been completed and the terrain
coordinates have been calculated, the final
discrepancies between measured and given
coordinates of the control points and of the
135 check points have been calculated.
Finally, in every model the root-mean-square
errors have been calculated for the control
points and for the check points.

The calculations have also yielded the stan­
dard error of unit weight in the relative and
absolute orientations as well as the root­
mean-square values in the residual parallaxes
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TABLE 1. STANDARD ERIWll IN THE MODEL COORDINATES AND ROOT MEAN SQUAR ERROll

IN THE CONTROL POINTS. THE CONTROL POINTS ARE FREE FROM ERRORS

j1,fodel coordinates Control points

X y Z X Y Z
1I1~crons microns

Relative and abs. orient. 11.9 17.6 30.2 9.6 12.7 18.3
Double point resection 11.2 15.9 28.6 7.1 11.8 17.1
Single point resection 11.1 15.7 28.7 6.8 11.6 17.0

dX = .

tion shall be fulfilled the above expressions are
supplemented with

x
- dX i - -dZi

It

dJ1 = - dJ1 i - !...-dZi .
It

It is noted here that the number of un­
knowns can be considerably reduced. If the
approximate values of the model coordinates
for the relative orientation points are deter­
mined from the model by intersection, then
the dX-equation will not give any information
for the determination of the unknowns and
can thus be ignored. The d V-equation can be
red uced to a parallax eq uation

Py = d rlcrt - d l-"'i.lot with weight 1/2

Thus the unknowns dXi, d Y i and dZi are eli m­
inated and only the 12 unknowns for the
outer orientation will remain. In this way the
parallax condition can be introduced in an
arbitrary number of points without increasing
the number of unknowns. It must be observed
that the X-axis of the given coordinates must
go in the direction of the base if the above
formulas are used. The same reduction in the
unknowns can be made in triangulations.

Then the equation system is solved, the
exterior orientation elements are calculated
and the model coordinates are obtained with
the help of intersection. The corresponding
data which are described above for Method 1
are also calculated here. There is a difference
in the methods due to the fact that the ele­
ments of exterior orientation are obtained

directly in this case where the equation sys­
tem is solved. Thus also the standard error in
the orientation elements is obtained from the
weight coefficient matrix. In addition the
standard errors of the model coordinates can
be obtained with the help of the law of error
propagation. Here, however, the accuracy in
the model coordinates has been obtained in
the same way as described for the relative and
absolute orientation treatment. Fifty models
have been simulated for this case.

SINGLE POINT RESECTION OF THE

Two CAMERAS

In this case the parallax condition of inter­
secting rays has not been used at all. The two
cameras have been separately resected in
space with the help of the five control points
and the determination of the model coor­
dinates is made by intersection. The two
camera orientations are uncorrelated with
each other. The standard errors in the terrain
coordinates are obtained as described earlier
and not by means of the law of error propaga­
tion, which method also would be possible.
One hundred models have been simulated in
this case.

RESULTS FROM THE CALCULATIONS

The results from the three methods of
model treatment are compared in Tables 1
and 2.

Some other data which can be of interest is
the standard error in the base which was
36.0,28.5 and 37.0 microns respectively, The
root-mean-square of the residual parallaxes

TABLE 2. STANDARD ERROR IN THE EXTERIOR ORIEKTATION

Xo yo Zo J.L <I> w
microns sec. of arc.

Relative and abs. orient. 46.7 61.0 17.0 49ee 184ee 189ee

Double point resection 23.6* 23.3 10.0 33ee 92ce nee

Single~point resection 26.7 27.2 11. 7 38cc 105ee 83cc

* Underlined values indicate that they are obtained from weight coefficients.
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z
FIG. 1. Standard errors of the terrain coordinates at the image scale. Six points are used for the relative

orientation and five points for the absolute orientation. so' = 10 microns.

if if
.Ix = .10'·_·1.04 = .10._.0.74

c c

Corresponding expressions given by Hallert
are

if ".IV = .10'·_·1.62 = .10·-·1.15
c c

II if
Sz = .10'·-·2.96 = .10._.2.09.

c c

The di fferences in the expressions are ex­
plained by an approximation which has been
made in the algebraic derivations. I twas
assumed there that the model coordinate
accuracy at the image scale is equal to the
image COQl'dinate accuracy, and also equal
to the standard error of unit weight of the
y-parallaxes. This assumption gives the
strongest inHucnce in the X-coordinates.
The reason for this is that if an error dx' is
introduced in an image coordinate the effect
of this errOl' is rcduced through the ele\'ation
error introduced at the same time. This is
illustrated in Figure 2.

SEPARATIO. OF EI{RORS FRm,1

DIFFERE:-lT So RCES

It is of interest to investigate from \\'hich
part of the model treatment the errors arise

It
=.10·_·1.1

c

if
= .10·-·1.9.

c

It
= .10·-·1.2

c

Sz

Sl'

.Ix

II if
Sz = .10'·_·3.02 = .10'- 2.14

c c

where so' is the standard error of unit weight
in the image coordi nates and so' is the standard
error of unit weight in the \'ertical parallaxes.

The area oyer which the accuracy has been
calculated here is a little larger than that
which has been used by Hallert in his deri\'a­
tions of the expected accuracy in the terrain
coordinates. To make the values more nearly
com parable the correspondi ng expressions
ha\'e been calculated for the area inside the
relati\'e orientation points, i.e. neat model.
These expressions are

was 18.9, 18.0 and 19.7 microns for the three
methods. From the tables is seen that in spite
of the fact that ;\1 ethods 2 and 3 gi ve much
better determination of the elemen ts of the
exterior orientation compared with the rei a­
ti\'e and absolute orientation method, the
increase in accuracy in the terrain coordinates
is modest. The explanation for this \\·ill be
gi\'en below. Figure 1 illustrates how the
accuracy in the terrain coordinates \'aries in
different parts of the stereoscopic model when
the relati\'e and absolute orientation method
is used for the model treatment. The simula­
tions according to i\Iethod 1 show that the
accuracy in the final terrain coordinates can
be gi\'en by the following expressions:

II II
.Ix = so' ·-·1.19 = .10._.0.84

c c

if II
Sl' = .10'·_·1.76 = .10·-·1.24

c c
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dx'

dX :.h.dx· - Xb.. (dx' - dx")
. e be

TABLE 3. INFLUENCES OF A-, B-, C-T\'PES

OF ERRORS

,,x

>-, , ,,,,,,,
"h " ,,,

Error influence from

A+B+C A+B A+C A

S:r 10.4 10.0 8.9 8.5
Sy 16.2 14.0 14.0 11.3
Sz 29.6 27.9 25.5 23.S

,,
'" c

accuracy by using a mOl'e refined mathemati­
cal approach. [f howeyer less than five con­
trol points are used for the absolute orienta­
tion, the errors under B will of course in­
crease. This will be shown below for two other
combinations of control points.

h"rLUEl\CE FROyl ERRORS IN

THE CONTROL POI:'1TS

[n order to il1\'estigate how errors In the
control points influence the accuracy of the
model treatment, simulations have been made
\\'here irregular errors ha\'e also been intro­
duced in the control points. The assumption
that the errors in practice are irregular is of
course an approximation but will probably
apply to a certain extent in those cases wlwre
photogram metric triangulation has been used
to determine them. In each of the methods 50
models have been simulated. Here the results
will be shown where the irregular error in each
of the control points had a standard deviation
corresponding to 20 microns in each of X, Y
and Z. In Method 1 the relative orientation is
of course not influenced by these errors which
are first introduced in the absolute orienta­
tion. In Methods 2 and 3, on the other hand,
the errors in the control points will deform the
photogrammetric model. Tables 4 and 5 show
the results obtained with the three methods.

FIG. 2. The effect of an x'-coordinate error is re­
duced by the corresponding elevation error intro­
duced.

It
s, = so'·- yl5.52 + 2.27 + 0.97.

c

It
Sx = so'·- ylO.72 + 0.29 + om

c

It
Sy = so'·- yl1.28 + 0.67 + 0.67

c

The errors under A are completely inde­
pendent of the mathematical approach.
They are obtained from the follO\\'ing expres­
sions:

It Xh
dX = - dx' = - (dx' - d1''')

c bc

11 (' ") JIlt (d' d ")dJl=-dy+dy --_. x- x
2c bc

1t2 , ")dZ = -(dx - dx
bc

The errors under Band C can howe\'er to
a certain extent be influenced. If an increased
number of points are used for the relative
orientation, the errors under C are somewhat
reduced. Correspondingly, the errors under
B are somewhat reduced when the number of
points for the absolute orientation are in­
creased. An uninpressive increase in accuracy
is obtained even if the points for relative and
absolute orientation are increased very much.
The direct influence of the irregular image
coordinate errors dominate. Table 3 illus­
trates this more obviously for s' = 10 microns.

Another conclusion which follows from this
is that it is not possible to improve the

and to see if there are possibili ties to reduce
them. The following separation is appropriate
for S'Uch a discussion.

A. Direct influence from the irregular image co­
ord ina te errors.

B. I ndirect influence of the irregular image co­
ordinate errors through the elements of ab­
solute orientation. Due to the image coor­
dinate errors in the control points the ele­
ments of absolute orientation arc disturbed.
This introduces errors in the model coor­
ordinates.

C. I ndirect influence of the irregular image co­
ordinate errors through the elements of rela­
tive orientation. The image coordinate errors
in the points for relative orientation have
caused model deformations which in case of
redundant control points can not completely
be compensated for in the absolute orienta­
tion. Remaining model deformations con­
tribute to the errors in the terrain coor­
dinates.

Each of these sources of errors is propor­
tional to the irregular image coordinate errors
and they are not correlated \\'i th each other.

For the neat model \\'e obtain the following
separation:
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TABLE 4. STANDARD ERROR IN THE MODEL COORDINATES AND ROOT MEAN SQUARE ERROR

IN THE CONTROL POINTS. ERRORS IN CONTROL POINTS

Model coordinates Control points

X } . Z X Y Z
microns microns

Relative and abs. orient. 17.2 20.6 33.6 19.4 20.9 25.0
Double point resection 16.8 23.3 33.8 16.5 23.1 23.6
Single point resection 16.4 22.6 34.6 17.2 25.0 24.4

967

From the above it may be seen that the less
accurate model formation from Methods 2
and 3 pri marily affects the }--ccordi na tes. In
X somewhat better results are obtained. The
determination of the elements of the exterior
orientation is approximately of the same
quality in the three methods. The low values
in Yo and w from the Method 1 are not signifi­
cantly different from the corresponding
yalues obtained from the other methods. The
standard error in the base was 48.4,56.7 and
60.0 microns respecti\'ely and the root-mean­
square value of the residual parallaxes \I'as
18.6, 26.0 and 30.7 microns respectively.

INFLUENCE OF A VARIATION IN THE

ACCURACY OF THE IMAGE COORDINATES

Several im'estigations in S\\'eden ha\'e
shown that the accuracy of the image coor­
dinates is not constant over the whole picture
but varies considerably. The standard error
increases with the distance from the center of
the picture. Thus it is of interest to investi­
gate how such a weight variation in the image
coordinates will influence the accuracy in the
photogrammetrically determined poin ts.

l'Vloren stated4 that the standard error of
the image coordinates obtained from calibra­
tions using the grid method \-aries with the
radius according to following expression:

so' = 2.1 + 0.053 r + 0.00023 r',

i.e., 2 microns in the center of the picture and
about 15 microns in the corners. In order to
obtain a root-mean-square \'alue of 10 mi­
crons O\'er the en ti re pictu re, these yal ues ha ve
been enlarged a Ii ttle. The function used is
then

So' = 2.3 + 0.058 r + 0.000254 r'.

In the coordinates used for the simulations, the
standard deviation of the generated random
elTor \-aries o\-er the image according to the
expression abo\-e. The further calculations
have been made as described before. The re­
sults are shown in Tables 6 and 7 for the
method with relati\'e and absolute orienta­
tion.

The standard error in the base was 52.1
microns and the root-mean-square value of
the residual parallaxes was 18.4 microns. The
standard error of unit weight (parallaxes) was
14.9 microns.

TABLE 5. STANDARD ERROR IN THE EXTERIOR ORIE:-;TATlOX

:1:0 )'G Zo 11 <f> w
microns sec. of arc.

Relative and abs. orient. 65.7 53.0 27. -1- 76'c 26700 160"
Double point reseection 61.1 62.2 26.9 Hoc 2-1-2" 202"
Single point resection 64.9 66.1 2-1-.-1- 92" 25500 202"

TABLE 6. STANDARD ERROR IN THE MODEL COOHDINATES AND ROOT MEAN SQUARE ERROR

IN THE CONTROL POINTS. THE ACCURACY OF THE IMAGE COOHDINATE IS

ASSUMED TO VARY WITHIN THE IMAGE

X

Model coordinates

Y
microns

z X

Control points

y
microns

z

Relative and abs. orient. 9.9 18.4 30.3 9.2 14.1 17.4
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TABLE 7. STAXDARD ERROR I~ THE EXTERIOR ORIENTATION

Relative and abs. orient.

Xo

52.6

Yu
1JllcrOnS

57.9

Zo

19.7 50""

'"sec, of arc.
D

The results show that it is not possible to
deduce from the standard error of unit weight
in the relati\'e orientation, nor from the dis­
crepancies in the control points, that there
exists a weight variation in the image coor­
dinates. The root-mean-sCJuare value of the
discrepancies in the coordinates over the
model area is not changed very much. How­
ever there is a great difference between the
standard errors in different parts of the
model. The weight variation of the image
coordinates has a marked influence upon the
model coordinates, The standard errors in
different parts of the model under the as­
sumption of a weight \'ariation in the image
coordinates are shown in Figure 3.

LESS THA:\' FIVE CO:\'fROL POI :\TS FOR

ABSOLUTE ORIE:\TATIO:\'

Above it \\'as concluded that the inherent
accuracy in the photogrammetric model is
\\'ellutilized \\'hen fi\'e control points are used
for the absolute orientation. If less points are
used the errors in the final coordinates will, of
course, increase, Two cases are il1\'estigated
here according to ;-'Iethod 1. In the first case

four com pIe tel y determi ned con trol poin ts in
the corners of the neat model are used. In the
second case minimum number of control is
used, i.e., two horizontal points and three in
elevation. In this case two completely deter­
mined control points are situated in the
corners of the left side of the model and one
elevation point under the right projection
centre. The results shown in Tables 8 and 9
were obtained from 200 simulated models in
each case. The standard error of the base was
47. t and 49.8 microns respectively.

If the values obtained for four control
points are compared with those obtained for
five control points it is seen that the decrease
in accuracy is \'ery modest. Thus. the point in
the cen tre of the model is not necessary bu t
can of course serve as a check of systematic
model deformations. The error distribution in
the model in this case is very similar to that
shown in Figure 1.

If a minimum number of control points is
used the decrease in accuracy is more marked.
The error distribution in the model for the
combination of control points used is shown in
Figure 4.

FIG, 3, Standard error in the terrain coordinates at the image scale. Six points are used for the relative
orientation and five points for the absolute orientation, The standard error of the image coordinates varies
with the radius,
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TABLE 8. STAI'DARD ERROR II' TUE MODEL COORDl, ATES AND ROOT MEAN SQUARE ERROR

IN THE CONTROL POlNTS

laJodel coord1'nales Control points

X y Z X Y Z
11I~erons microns

Four control points 12.4 18.8 30.9 10.2 12.6 15.5
Minimum control 14.9 24.0 34.4
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TABLE 9. STANDARD ERROR I THE EXTERlOR ORlENTATION

Xo yo Zo Jl. '"
w

microns sec. of arc.

Four control points 52.0 64.1 18.6 55cc 204cc 192cC

Minimum control: left 64.5 72 .0 12.1 48cc 258cc 223cc

right 54.8 70.0 36.4 104cc 241 CC 185cc

CONCLUSIONS

From the investigations related here it may
be seen that the standard error in photo­
gram metrically determined points is to a
great extent independent of the number of
control points exceeding four, and also of the
number of points where the parallax condition
is to be fulfilled. In order to increase the ac­
curacy it is necessary to reduce the irregular
image coordinate errors, the effect of which
dominate.

From the above itfollows also that it is not
possible to increase the accuracy in the model
coordinates through a more rigorous mathe-

matical approach. This is also apparen t from
the simulations made here. The method to be
preferred can, instead, be chosen otherwise.
A slight increase in accuracy is obtained in the
case of rigorous double or single-point resec­
tion in space. \Vhen it comes to the deter­
mination of the elements of exterior orienta­
tion the increase in accuracy is much more
marked in these cases.

Through the introduction of a weight varia­
tion in the image coordinates it is seen from
the simulations that the exterior orientation
is only slightly influenced. The weight varia­
tion will, however, influence very strongl y

FlG. 4. Standard error of the terrain coordinates at the image scale. Six points are used for the relative
orientation and the minimum number of control points for the absolute orientation. so' = 10 mic:rons.
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the accuracy of the terrain coordinates in
different parts of the model.

The last fact in a way brings up the ques­
tion of how reliable these theoretical investi­
gations are in practice. They are of course
valid only if the underlying assumptions are
true. Through correction of image coordinates
for systematic errors one tries in practice to
obtain a normal distribution of the residual
errors. This can in most cases be obtained.
However not enough information exists at
this ti me on the weight distribution and the
physical correlation between adjacent points.
The simulation technique, however, gives a
rather easy way to investigate the effect of
various assumptions. As an example, the time
used for simulating 200 models was approxi­
mately 3 minutes. The calculations were made
on a CDC 3600 computer from Central Data
Corporation, USA.
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