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Entropy of Aerial Photography
Information content can be assessed according to the

methods adopted for assessing entropy of written text.

INTRODUCTION

OVER THE PAST DECADE untold volumes
have been written on information pro

cessing and storage. This has applied mai nly
to digital information, but recently, the topic
of information processing has been extended
to aerial photography, "'hich itself is a form
of information storage. Felgett & Linfoot
(1955), Linfoot (1959, 1961), Altman &
Zweig (1963), to name a few authors, have
de"eloped mathematical means of assessing

is analysed in terms of the band wid th of the
spatial frequencies transmitted by the system.
Any element in the photographic system
(which causes a worsening of the image qual
ity) will mean a loss of the higher spatial fre
quencies (reduction of the band \\'idth) and
therefore a reduction in the information
carrying capacity of the system.

Assessment of actual information content
of aerial photography to date has involved
dividing the photograph into small segments

ABSTRACT: Information theory, as developed by Communications Engineers,
defines that the information content, or entropy of a chance event, is a function
of the probability that the event will occur. Entropy of a passage of English text
can be determined, based on this theory, from the normal probabilities of occur
rence of the letters or words in the passage. Here an analogy is drawn between
languages, and the di.ff·erent classifications into which photographic informa
tion can be subdivided. Entropy of photography is then determined from the
probabilities of occurrence of identifiable objects (similar to words in languages)
on the photograph. It is p'roposed that more e.fficient digital storage may result if
digitization is on the basis of the entropy in the photograph.

a photographic system, as a communication
system, based on information theory. Infor
mation theory is a product of communica
tions engineering involving, very generally,
the problem of information capacity of a
communication channel. It has proved a con
venient theory also for assessing photographic
image quality, because of the similarities be
tween the two systems. All communications
channels are perturbed by the general level
of noise in the system (e.g., background noise
in a telephone). A corresponding effect occurs
in photography caused by granularity, intro
duced by the finite size of the light-sen~itive

silver halide grains. A discussion of this effect
in relation to the general concept of noise,
may be found in Linfoot (1965).

A differen t and less detailed approach than
that of Linfoot was adopted by Craig (1962),
in which photographic information capacity

each of which is assumed to have a randomly
distributed shade of gray. However, although
images are randomly distributed on the pho
tograph, these small segments into which the
photograph is di"ided combine to form identi
fiable objects on the photograph. The gray
shades of each of these segmen ts are corre
lated with those about them. The assignment
of a completely random arrangement of gray
shades, therefore, produces an unreal estimate
of the information contentof the photography.

I nformation con ten t of photography in
this paper will be assessed in a manner similar
to that developed by Shannon (Shannon and
vVeaver, 1949) for the investigation of infor
mation content of English text. Such an ap
proach leads to a better understanding of
information content of photographs, and may
well lead to a more economic digital storage
of photographic information.
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INFORMATION THEORY

INTRODUCTION

Communications engineers are faced with
the problem of transmitting a given message
from a source, along a noisy communications
channel to a receiver, with neglibible error.
The communications channel will always be
perturbed by background noise which will
have a detrimental effect on the clarity and
perhaps even the accuracy of the message.
Everyone has experienced background noise
in telephones. The received message will be a
combination of transmitted message (the
signal) and the channel noise. If the noise is
large compared with the signal, (e.g., noise
strength is approximately equal to signal
strength) the result will be an extremely dis
torted message which the listener may, or
may not, understand.

As an aid in solving this problem, a math
ematical theory for the assessment of infor
mation content of a message has been devel
oped based on the probabili ty of the occurrence
of the message. Only the simplest formulas
will be introduced for this discussion.

MEASUREMENT OF INFORMATION-A MATH

EMATICAL DEFINITION

Information content of the outcome of a
particular event (e.g., the result of the toss of
a coin) is a function of the probability of that
outcome occurring. For an unbiassed coin, the
probability of a head or tail is 0.5, and there
fore the result of the toss will contain the
same information, whether a head or tail
occurs. If however the coin is biassed towards
heads, more information will be conveyed if
tails occur because a tail is less likely than a
head. Likewise, if a person receives a message
that "it will be daylight at midday tomorrow",
the person will receive very little information,
because the event is almost inevitable, and
therefore almost of probability one. On the
other hand, if the message says that "it will
rain tomorrow", the message could certainly
contain information. The exact measure of
information would depend on the exact prob
ability of it raining tomorrow. Obviously this
depends on many climatic factors. Informa
tion content is, therefore, a measure of the
amount of doubt eliminated by the received
message.

A discrete event 5 has 51 ... 5n possible
outcomes, all of probability Pi. The informa
tion con ten t of the ou tcome of the even t 5 is
(Raisbeck, 1964, 7)

where L Pi = 1.
The assumptions basic to this definition as

outlined by Shannon (Shannon and Weaver,
1949) are:

• H is continuous in Pi.
• If all Pi are equal, Pi = lin, then H should be a

monotonic increasing function of n.
• If an occurrence is broken down into two suc

cessive occurrences, the original H should be
the weighted sum of the individual values of
H derived from the two successive occurrences.

(2)II = L - pilog2Pi
i-l

INFORMATION CONTENT OF WRITTEN TEXT

The basic data transmitted by a tele
graphic communications channel via some
sort of code (e.g., Morse Code) are words in
any number of different languages. For con
venience in this paper, only English text will
be considered.

Information content, or entropy, of lan
guages can be determined by Formulas 1 and
2, based on the probability of occurrence of
letters and words in the language. Each word

The constant factor c can be chosen such
that H is 1 bit, for a single event with two
equally likely outcomes. The event with 8
equally likely outcomes, therefore, contains
log,8 or 3 bits of information.

This mathematical expression for informa
tion content, or entropy, can be extended to
evaluate the information content of n inde
pendent outcomes (S1··· Sn) of unequal
probabilities (p1 ... Pn) as follows (Raisbeck,
1964, 12):

Messages transmitted by telegraphy can
be considered as events, as described above.
The entropy of telegraphic messages can be
analyzed in terms of probability of occurrence
of words in the message. Transmitted texts
such as "best wishes" contain low entropy
because they occur very frequently.

Formulas 1 and 2 are purely mathematical
definitions of entropy. They may take
account of the receiver's expectation of that
message, provided this can be expressed in
terms of the probability. These formulas are
designed specifically for communica tions
systems, which operate on the principle that
frequently occurring phenomena require
little information processing, whereas unusual
phenomena contain considerable entropy and
therefore require more processing. These
simple mathematical definitions of informa
tion content of a transmitted message are
sufficient to determine the entropy firstly
of English text in the following sections, and
later of aerial photography.

(1)If = C log,Pi.
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will have a particular probabili ty of occur
rence in a particular language and its entropy
can be determined accordingly. The word
which appears in two languages having differ
en t probabili ties of occurrence will have
different entropies in each language. En
tropy therefore is independent of the re
ceiver's knowledge of the language.
. The assessment of entropy of English text,
10 terms of the common word usage, gives
an easy mathematical method of computing
information content. However, it does not
give an estimate of actual information con
ten t, in terms of meaning of words, nor does
it include the different impacts certain state
ments may have on people of different back
grounds. Two synonyms one of which is in
com mon use, the other which is not, con tai n
different amounts of information if assessed
according to their probabilities of occurrence,
e.g., "building" and "edifice". Linguistics is
an extremely complex field, and the author
will not enter into the discussion of informa
tion content in regard to meaning and
grammar.

Shannon (Shannon and Weaver, 1949, 43)
developed a method of artificially producing
English text, based on increasingly refined
assumptions on letter and word probabilities.
The entropy of texts has been derived using
these probabilities by Pierce (1962, Ch. 3)
based on a large statistical sample. The
different approximations or orders of text
are as follows:

i. Zero-order of English text. Allowing for 26
letters .a.nd one space, and assuming equal
probabIlIty for all letters, a series of "words"
can be obtained. For example:

XFOML RXKHRjFFjUj ZLPWCFWKCYj
FFjEYVKCqSGHYD QPAAMKBZAAClBZLHJQD.

Each letter IS equally probable and there
fore the information content is given by
!og227 =4.76 bits per letter.

ii. First-order approximation to English text.
The letters are given their own relative
probabilities, but each letter is independent
of the others:

OCRO HLl RGWR NMIELWIS EU LL
NBNESEBYA TH EEl ALHENHTTPA OOBTTVA
NAG BRL.

The entropy of this text is 4.03 bits per letter.
iii. S.econd- and (iv) third-order approxima

tIOns <:an be obtained by adopting digram
~I~d trigram (2 letter and 3 letter) probabil
Ities.

tv. First-order word approxirnation is deter
mined by ch~osing ~vords independently of
each other, With their correct relative prob
abilities:

REPRESENTING AND SPEEDILY IS AN GOOD
APT OR COME CAN DIFFERE"'T NATURAL
HERE HE THE A IN CAME TilE TO OF
TOEXPERT GRAY COME TO FURNISHES THE
LIKE MESSAGE HAD BE THESE.

The entropy of this text is 2.14 bits.
Vl. Second order word approximation includes

correct relative and transitional probabilities
of words:

THE HEAD AND IN FRONTAL ATTACK ON AN
ENGLISH WRITER THAT THE CHARACTER OF
THIS POINT IS THEREFORE ANOTHER
METHOD FOR THE LETTERS THAT THE TIME
OF WHO EVER TOLD THE PROBLEM FOR AN
UNEXPECTED.

Up to this stage the language still has no
meaning, although each higher order of text
becomes increasingly similar to English
text. As the language becomes more in telli
gible, the en tropy os the text decreases. Even
the second-order approximation to English
text however, will not give an accurate esti
mate of the en tropy of English text.

Shannon developed a method of evaluating
the en tropy of actual English text in terms
of a person's ability to predict the next letter
of a message, given the n (n between 1 and
100) preceding letters. He found that the
entropy of English text was approximately 1
bit per symbol as n approaches 100.

I t is significant that as the artificially
created text becomes more ordered and mean
ingful and follows prescribed rules of grammar
and word usage, the en tropy of the text de
creases. The orderliness creates redundancy
in the text, which means that not all the
wor~s and letters in the message are necessary
for It to be understood. Consequently, if a
message of intelligible English is received
con taining one or two letters incorrect they
can be easily corrected by the receiver from
his knowledge of the English language.
Weaver (1949, 13) states that the redundancy
of English text is about 50 percent. Therefore,
half of the letters of English text are con
trolled by the statistical structure of the
language.

Entropy is used to determine the trans
missio~ rate or storage capaci ty required for
a partIcular message, using a given informa
tion system. A short discussion on this sub
ject will follow.

STORAGE OR TRANSMISSION OF ENGLISH TEXT

English text is stored or transmitted for a
number of different reasons. One well known
case is the transmission of text by telegraph.
To commence with, if all letters are assumed
to have equal probability, the entropy of the
text will b: 4.76 bits per letter, and a capacity
of 4.76 I)[ts per letter will be required for
storage or transmission of this information.
This figure assumes a noiseless information
processing system.

Assuming the information processing sys-
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tem now includes the entropy of English text,
in the form of probabilities of all words, the
system will require only 2.14 bits per letter
to store or transmit the text. A saving of
approximately 50 percent is made in capacity,
if the information system includes a knowl
edge of word probability. Even greater sav
ings may be possible if more sophisticated
knowledge of English text is included. How
ever, if the increased knowledge of the text is
incl uded, the transmitted or stored message
loses some of its inherent redundancy referred
to in the previous section. I twas poin ted ou t
that this redundancy enabled the reader to
detect the occasional error which may occur.
As the redundancy decreases however, the
error detection qualities also decrease. For
the most sophisticated method of trans
mission which would include a complete
knowledge of English and an entropy of 1 bi t
per letter, no redundancy exists, and there
fore no error detection is possible.

If the text is stored or transmitted, based
on equal probabilities for all letters, the in
crease in capacity required is offset by the
error detection possibilities. Generally the
50 percent increase in capacity required
is considered justified (Goldman, 1953, 46).
In addition, all languages can be transmitted
without difficulty, provided they have the
same alphabet. However, for more efficient
use of the capacity of the com munication
channel, letter or word probabilities could be
incorporated thereby eliminating some of the
redundancy in the text.

ENTROPY OF AERIAL PHOTOGRAPHY

INTRODUCTIOK

I n the previous section a purely mathe
matical approach was adopted for the de
termination of information content of En
glish text. The inAuences of meaning and
grammar were excluded from the discussion.
A similar mathematical approach will be
adopted in the following. I t should be realized
that the entropy computed is a mathematical
quantity which will be different from the
amount of information that an interpreter
may derive from an aerial photograph al
though the two quantities will not be entirely
unrelated.

The simplest method used to determine
en tropy of a photograph is described by
Linfoot (1959, 152). Firstly the photograph
can be divided into discrete segments whose
size is just larger than the resol ution of the
image system. Each of these discrete seg
ments on the photograph can have its own

shade of gray (for black-and-white photog
raphy). The entropy of the photograph can
be determined according to the probability of
occurrence of each gray shade on the photog
raphy. The first choice may be for a com
pletely random pattern of gray shades.
Assuming 16 detectable gray shades on the
photograph, the en tropy of each segmen t is 4
bits, and the entropy of the whole photograph
will then follow. As will be shown heretofore
this may amount to some 700 million bits.

Gerardin (1968, 35) suggests that a paint
ing could be divided into small areas, each
area being assessed according to a number of
variables (e.g., color, texture of grain, den
sity), plus position on the picture, for digitiz
ing the picture. This technique is similar to
that described above. Examples of computer
generated pictures using elements of black
and-white only, have been published by
Julesz (e.g., Julesz, 1964). Pierce (1962, 265)
states that the introduction of some degree
of orderliness into the pictures improves their
appearance, although they may still be
completely meaningless.

A more in telligen t approach to the assess
ment of entropy would be to take each identi
fiable object composed of a number of dis
crete segments (analogous to words composed
of letters in text) e.g., house, road etc.,
and to calculate its entropy according to its
probability of occurring in the region photo
graphed. The size of each object for discus
sion, is assumed to be such that the image
quality of the photograph will not affect its
interpretation. The entropy of photography
computed from object frequency will be less
than the possible maximum computed using
randomly distributed gray shades of small
segments, because some of the redundancy
in the picture has been eliminated. However,
this is a more realistic approach for assessing
photographic entropy. A user is interested in
objects, not gray shades of discrete segments,
just the same as a reader is more in teres ted
in words than individual letters. This
approach will still not give a true estimate of
information content. It becomes increasingly
difficul t to incl ude factors such as links be
tween one object and another, e.g., a road
and a house beside it (d., word connections),
or the correct identification of a building
or crop (d., word meaning). Within the limits
of the simplified mathematical formulas,
however, an estimate of entropy can be
obtained.

Information theory was specifically de
signed for assessing information capacity of
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INTERPRETIVE INFORMATION

communication channels. To this end the
entropy of English language has also been
investigated. Similarly, the entropy of photo
graphs can be investigated particularly for
the purposes of digi tal storage of photo
graphs, stereo-models and maps. I n these
instances if the entropy of the photograph,
model or map can be investigated, more
efficient storage may result.

Digitized information can generally be
either (a) interpretive and (b) metric infor
mation. These two topics are discussed in the
followi ng sections.

Sukhov (1967, 212) has investigated the
entropy of a map. To do this, he divided the
map into a number of classifications (d.,
'languages' in text) as shown in Table 1.
Estimates of the entropy of one particular
small-scale map under these classifications
are also shown. The entropy within each of
these classifications was determined, adopt
ing the probability of occurrence of each of
the features within the classification. The
total entropy of the map was then a sum of
entropies of all classifications.

Aerial photography can be divided into
similar classifications for interpretive infor
mation, e.g.: geology and geomorphology;
soils-types; vegetation, timber, crops; cul
tural improvements.

Within each of these subsections, entropy
can be computed in terms of probability of
occurrence of various features, for the par
ticular region photographed. For example,
in the measurements of terrain form in a
geomorphology study in undulating areas,
general differences in level of 300 to 400 feet
may be expected. Probability for such differ
ences in terrain would be high and therefore
they would contain a low measure of entropy.
However, a sudden jump of 1,000 feet has a
low probability and will convey considerable

l-__

TABLE I

Classification

1. Cartographic grid
2. Hydrography
3. Relief
4. Populated places
5. Roads
6. Administrative

territorial division

Total

Entropy bits/em'

23.86
215.04
413.30
46.93

109.91

34.7(,

1,025.06

infurmatiun to the observer. This is consis
tent with practical considerations, because
such sharp changes in terrain form would
have considerable influence on the location
of any engineering works in the region.

METRIC INFORMATION

In order to describe the positIOn of an
object relative to another, and relative to an
absol ute coordinate system, metric detail
must be included. For simplified objects
(e.g., buildings), this information could be
coordinates of the centre of the object. The
location of objects on the ground relative
to a given coordinate system is generally
random, so the digits in a coordinate can be
considered as having random probability.
Such information could be stored according
to existing digital methods.

APPLICATION OF ENTROPY IN MAP AND

PHOTOGRAPH DIGITIZING

As mentioned earlier, one of the possible
uses of entropy of photography is in the
digitizing of photographs, models and maps.
The first instruments designed to digitize
photographs have adopted 8 or 16 gray
shades for small elements on the photographs
(Sharp, 1964; Moore et ai, 1964). Such equip
ment could need 7X108 bits (or 6.1SX105

bits/cm 2) for storage of a 9 inchesX20 inches
photograph, using 16 shades of gray, and a
spot density of 106 per sq. inch. Manipula
tion of the subsequently formed digitized
model of two photographs would be accom
plished using a network of points over the
model sufficiently dense to describe the form
of the terrain. This technique would eliminate
some of the redundancy in the photograph.
It is noted that the storage required for the
photography based on randomly distributed
gray shades is considerably larger than the
entropy of the map as computed by Sukhov
(1967, 212). The two examples are not
directly comparable because a map represents
only a part of the total information on a
photograph. In addition, a map includes
place names, contours, etc., which do not
appear on the photograph. Nevertheless it is
clear that there is substantial redundancy
on a photograph, and that digitizing accord
ing to identified objects rather than gray
shades of small segments would resul t in
greater efficiency.

A model has also been stored by sampling
the created model directly at intervals either
by a grid or contours (Blaschke, 1968). In
this instance considerable sorting of informa-
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tion takes place. The methods used are
similar to those used by surveyors on the
ground. By doing this a large proportion of
the redundancy in the model is eliminated,
giving reduced storage requirements. Never
theless some redundancy still exists, provid
ing a small possibility for error detection.
This technique is, in fact, based empirically
on entropy of the terrain. For flat terrain
with very few changes in grade, if all points
in the terrain were sampled, little informa
tion would be gained from most of these
points, because their heights are predictable.
Few sampling points are therefore necessary
in flat terrain, which means that only a small
storage capacity is needed. If the terrain
suddenly changes in grade, as mentioned
earlier considerable entropy is implied. A
denser network of sampling points in this
area is therefore necessary, with a corre
spondi ng increase in req uired storage capaci ty.
Similar considerations should apply if the
terrain is sampled by strike and dip (Jackson,
1967).

The entropy of an aerial photograph can
be used to digitize interpretive information
efficienctly, for example:

* I n the interpretation and digitizing of building
details on a photograph of a city, entropy can
b.e computed in terms of the probability of
SIze and shape of each building. Such informa
tion could possibly be stored in a two-dimen
sional array. Metric information will be needed
to describe the position and orientation (if
required) on the photograph. Clearly, there
exists an average size of buildings which would
occur more frequently than the very large or
very small buildings. Storage can therefore be
done more economically taking these factors
into account.

* 1n tree stands, the size and perhaps shape of
the crown can be analyzed and stored ac
cordingly, although investigations into dis
eases may be possible by analyzing the areas
with image tones of diseased trees. The dis
eased trees may be more significant than the
healthy trees and therefore contain more
information. Storage may only be required
for the diseased trees. whereas all other in
formation can be excluded. Metric informa
tion describing the location of such trees must
also be included.

* Automated digitizing under classifications
described earlier where considerable inter
pretive skill on the part of an observer is in
volved, would require highly developed
automated equipment not yet available. For
example, the classification of tree types or soil
types is a question of meaning which cannot be
assessed by the simplified mathematical rules
outlined. However a soil-type or tree-type
map produced by the interpreter from the
photograph could certainly be digitized. rn
such maps, the significant features are the
borders between tree or soil type classifications
and the actual classifications themselves. The

!>orders can be stored by vector information
whereas the classification can be described by
the requisite number of bits depending on the
probability of each classification. Procedure~

involving vector information are similar to
those already accomplished by IBM, as de
scribed by Sharp (1968). The number of
vectors per inch used to describe a line depends
on the curvature of that line. Total storage is
allocated according to an average expected
line curvature. determined after investigation
of many maps. This procedure is indeed
empirically based on the entropy of lines to be
plotted, although it is difficult to say how
closely it compares with the true entropy of
lines on a map.

The above examples indicate an approach
to the digitizing of information in terms of
entropy. For analysis of shapes and sizes,
pattern recognition equipment is required.
Such equipment is already in existence, al
though only in a simplified form (Gerardin,
1968; Arbib, 1965). For analyses of diseased
trees, density or tone equipment required for
such a task is in existence. With an inbuilt
knowledge of probabilities of occurrence of
objects, such equipment could store details
as described in a more efficient manner.

SUMMARY

• The entropy or informa tion con ten t of
aerial photography can be assessed according
to the methods adopted for assessing entropy
of written text. A photograph is made up of
many languages superimposed on each other.
For greater efficiency, digitizing and storage
of the photograph could be performed using
the entropy of the photography, determined
from the probabili ties of occurrence of
objects in each of these languages.
• Automated digitizing however is only
possible for simple objects. Details reqUlnng
interpretation (or determination of meaning)
to date, must be determined by an interpreter
before digitizing can take place.

• The approach described in this paper is
only a first step in the analysis of entropy of
a photograph and subsequent digitizing. A
photograph is an efficient storage medium for
information although it does contain con
siderable redundant information. Not all
photographic information however, is useful
to an individual or institution. Digitizing the
photograph using gray shades of small seg
ments is an inefficient method unless all
information in the photograph is to be used.
More efficien t digi tizing is certainly possible,
particularly where information on one sub
ject only is required, if it is accomplished
in terms of entropy within that subject.
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