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Error Analysis by
Computer Simulation
Realistic estimates of the separate errors can be entered into the simulation
process and an estimate of a survey's accuracy can be obtained.

INT1WDUCTlO:--r

By REFERENCE TO an example, this report
shows the striki ng advan tages of com­

puter simulation in analysing the complex in­
teractions of errors that occur in many oper­
a tions invoh-i ng aerial photographs.

Computer simulation is not new in analytic
photogrammetry as seen in recent studies
(\\'hiteside and Lipski, 1968: \\'olters, 1968).
The full potential of simulation does not,
however, seem to be exploited; much can be
gained by extendillg-its use to the study of

One of the common faults of experimenta­
tion is that it tends to be expensive and time­
consuming. Another limitation is thc reo
striction to currently feasible experimcntal
procedures.

A:\ALYTIC ~IETHODS

This approach starts \\'ith a mathematical
model of a real procedure and of the errors
expected at \'arious stages. Then, either the
influence of indi\'idual errors is isolated by
differentiation, or the rules on standard errors

ABSTRACT: Computer s'imulation is a most effective method with which to study
tile effect of interacting errors in procedures where errors of widely different
characteristics combine to affect the final result.

the effects of such errors as sampling errors,
errors in the identification of objects, blunders
in the recording or transfer of data, random
measuremen t errors, and systematic errors,
However, before discussing simulation, two
other approaches to determine the accuracy of
a procedure will be mentioned.

EXPERIMENTATIO:--r

This is a well-established and reliable means
of tes ti ng the accuracy of a method; it cou Id
involve the comparison of results with known
true val ues or wi th reliable \'al ues obtai ned
by an established method. Should this course
be impractical, an experiment could be de­
signed, based upon repeated measuremen ts,
to obtain an impression of consistency which
in turn would give some indication of re­
liability.

* Forest Management Institllte, Dep:lrtment of
Fisheries and Forestry. The first-named is Asso­
ciate Director and the latter a Research Scientist.

of functions are applied, which are clcarly
stated by Yates (1960, p. 196).

rn general, this is an effective, proven tech­
nique for which many examples are available;
of direct rclevance to the example to be
discussed are papers by Schut and van \\"ijk
(1965), Aldred (1967) and Gerrard (1969).

In taking deri\'atives and summing vari­
ances, howcver, the approach can go only so
far, because it is soon forced towards un­
realistic assumptions or is simply confined to
dealing with only a few sources of crror. The
reason is that the crrors committed in even
simple operations tend to ha\'e widely dif­
ferent characteristics that lead to complex in­
teractions which may be too difficult for
analytic trcatment. The complexity of pat­
terns of error propagation will be illustrated
in this report.

COMPUTER SIMULATION

A third approach, simulation, has much in
common with cxperimentation, but it in-
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B + e = B*.

It is now a simple matter to calculate the
ayerage of 50 values of Band B* and to com­
pare the resul ts.

Of course, a different array of errors will be

TABLE 1. A SIMPLE ERROR SIMl:LATlO:,\ PROBLEM

Bllild·ing True Jlifeasuremel1t Afeasured

Ao. Height Error Height
(B) (e) (B*)

1 36.0 + 2.0 38.0
2 120.2 -11.6 108.6
3 180.6 + 0.1 180.7

volves no actual measurements; the entire
measuremen t process is imi ta ted, usually ina
computer. It involves, first the acceptance of
a mathematical description (a model) of the
objects to be measured; the second step is the
simulation of the measurement procedures.

The following oYer-simplified problem il­
lustrates the simulation procedure: if the
heigh t of buildi ngs ina ci ty is measured ,,·i th
an instrument that is subject to random,
normally distributed errors with a mean of
zero (m = 0) and a standard de,·ia tion of fi'·e
feet (s=5 ft.), how far is the estimate of
ayerage building height likely to differ from
the true a ,·erage after measu remen t of 50
buildings?

The first step is to accept a model of the
distribution of building heights in the city,
rcprcscn ta tive of the gencral problem. This
might be done by obtaining data from pre­
vious measurements, or by writing down
values that are belieyed to be realistic; the
use of artificially generated data is common
in simulation studies. The result could be the
values B shown in column 2 of Table 1. It is
important to realize that these yalues need
not be actual values; they are merely realistic
yalues tha tare assu med to be represen tati ve.

The next stage, the simulation of the mea­
surement process, is accomplished by adding
positive or negative measurement errors to
thesc true values B. As it is spccificd that thesc
errors are normally distributcd with m=O,
s=5 ft., a series of pscudo-random normal
deviates e would bc gcneratcd with thcsc char­
actcristics (Col. 3, Table 1) and to them would
be added the values B to obtain the measured
quan ti ties:

THE INVENTORY TASK

An estimate of the total timber '·olume on
a 1,060 square-mile area was to be obtained.
This was achie'·ed with little ground work, by
relying on large-scale aerial photographs. Al-

produced in each simulated set of measure­
ments, just as in actual experiments. The
simulation process may therefore have to be
repeated until a reliable answer is reached,
just as an experiment may haye to be repeated
se,·eral ti meso

The exa mpie a boye merely illustrates an
approach; other methods ,\"ould haye solved
this problem more quickly. The adyantages of
simulation become outstanding if errors with
different characteristics interact in complex
patterns to influence the final result.

PRACTICAL ApPLICATION

The ad,·antages of simulation were ex­
ploited in the analysis of the following, forest
inventory task. This project also showed how
complicated the effects of errors become in
even rela ti '·ely si mpie operations.

FIG. 1. A sample plot located on a large-scale
photograph (see ayn-Wittgenstein and Aldred,
1969, Fig. 4).
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TABLE 2. IMULATlOX OF h\'EXTORY PIWCEDt'RE

10 1

1. Photographs taken, tlying height obsen'ed for
each photo,

2, Parallax and differential parallax measured for
each tree.

3, Individual tree heights are calculated.
4, Tree species identified.

S. Individual tree volumes calculated, using Equa­
tion I: coefficients a, b differ with species.

6. Some trees have not been seen by the interpreter.

7. Plot volumes, V, calculated as sum of tree
volumes.

8. The true plot volumes V, and their mean, are
compared with the estimated values V* and
their mean to yield an estimate of survey
accuracy.

ii* =ii±-"II

P*=P±-,,/>
dp*=dP±-"Jp

Ii* =H* XdP* IP*+dp*
Determine, for each tree, using probabilit~, matrix
(Table 5) ",hether idelllilication is correct or \Hong.
Tree volume (t'*) estimated using Equation 1; if
tree \\'as wrongly identilied in Step -t, abO\'e, use 1
with coefficients a, b for \\Tong species,
Determine, for each tree, using Ii and the matrix of
Table 6, whether the tree \\'iL, missed; if it wa,
missed, reduce its v* to zero.
V*=(~v*)(H/H*)'

The factor (Il)'/(H*)' i, included to simulate the
effect of 1111 on plot area (sec text),

Notation: H, P, dp, It, v, and V are respectively the true values for !lying height, absolute parallax,
differential parallax, individual tree height, individual tree volume, and plot volume, r\n asterisk * signifie,
the corresponding quantities after the effect of measurement or sampling errors: -"I', -"II, !idp are the error,
made in measuring P, H, and dp.

together, 126 randomly located sample lo­
cations \\'ere photographed at the very large
scale of 1:2,000: at each of these locations a
sample plot (Figure 1) \\'as established, The
heigh t of each tree on these plots \\'as dc­
termined photogrammctrically and its \'olumc
was then estimated from an cquation of thc
form:

Tree volume (v) = antilog (a" + b) (1)

where Ii is photo-measured tree height and (t

and b are regression coefficients which vary
with tree species and geographic location
Cfable 2). (More detailed descriptions of the
forestry and sampling aspects of this task are
given by Sayn-Wittgenstein and . Idred,
1969.) After estimates of individual tree­
volumes were obtained they were summed to
provide plot volume esti mates, and Ii nally
cstimatcs of timber on the entirc arca,

THE l'ROBLE~[

An estimate of the accuracy of this il1\'cn­
tory was required, If it could ha\'e bcen as­
sumed that the individual plot volume esti­
mates were obseYl'aliolls, free from error; then
a determination of sun'ey precision \\'otild
have been a relatively simple statistical task.

But many errors, particularly measurement
errors, affect the individual plot estimates and
the effect of these errors had to be known
before the sun'ey could bc fully c\'aluated,

Specifically P.I ·, thc root-mean-square error of
plot \'olume, was required:

\\'herc .v is the numbcr of plots and [',*, I',
arc, rcspcctivcly, the cstimated and thc truC
timbcr \'olulllc on thc ith ploL.

Thc simulation modcl \\'as thus primarily
intcndcd to yicld 'P. I " but also, in thc course of
more dctailcd analysis, to e\'alua tc t hc im­
pact of individual crror sources.

THE SDIULATlO:-l i'doDEL

The data available \,"cre measuremen ts of
Aying height, and absolute parallax and dif­
ferential parallax of indi\'idual trees on the
126 plots used in the in\·entory. Respecti"ely,
these measurements \\-ere accepted as the
true \'alues of Oying height If, parallax P and
differential parallax rip. They \\'ere lO play
the same role in the simulation model as the
\'ariable B in Table 1. Also, at this stage all
photo-identifications of species \\'ere accepted
as correct. and it \\'as assumed tha t no trees
had been missed or erroneously incl uded in

plots.
The model of the real population \\'as thus

complete except for \'alues of t', the true \'01­
umes of indi\'idual trees. These \\'ere not
a\'ailable and realistic \'altles thus had to be
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artificially generated, However, using Equa­
tion 1, a regression estimate of the average
,'olume 11 corresponding to each value of h
was available. Values of v were generated by
adding to each such estimate a deviate e
drawn from a population with mean zero and
a standard deviation eq ual to s" the known
standard error of regression Equation 1,

v = v+ e,

Note that this provides, for each of the
1,400 trees involved, a realistic value of true
,'olume. Thus, the stage is set for simulating
the measuremen ts of the various parameters
given in the model.

The various stages of the inventory and the
accompanying steps of the simulation process
are summarized in Table 2, Of course, an al­
most endless number of sources of errors can
influence the inventory result, and the simu­
lation process will only describe the more im­
portan t ones, The various stages of this pro­
cess will now be followed through to deal
with some of the more important sources of
error.

DETERMI~ATIO"OF FLYI1\G HEIGHT

Any error in flying height will ha,'c two
principal consequences: (1) An error immedi­
ately occurs in the height of each individual
tree because in the parallax formula of Stage
3, Table 2, H is replaced by H*. The resulting
error in tree height is directly proportional to
D.1I' the error in flying height, (2) I n addition,
error will occur in the area of sample plots laid
out on photographs, because the photographic
scale is assumed to equalj/H* (wherejis the
focal length of lens used), whereas it actually
equalsj/H. For example, if D.1I = +5% Fl, and
an attempt is made to lay ou t on a photo­
graph a square sample plot equivalent to 100
X 100 ft, on the ground, the actual area laid
out will be 95.24X95.24 ft.-an error of
-9,30% in area. This error will be encoun­
tered in the simulation model again at Stage
7 of Table 2,

The mechanics of simulating an error in
flying height are simple; an artificially gen­
erated error D.H is added to the parameter H,
for each photograph to obtain the measured
height H*,

H* = H + all

and, just as in Table 1,

B + e = B*,

To generate ,'alues of D.H it is important to
know the characteristics of these errors, The
simulation model could readily accommodate

a multitutde of situations, including the fol­
lowing:

(a) all could follow a ranrlom, normal distribu­
tion about a mean of zero, in which instance
realistic values for the standard de\,iation of the
population of !!.II would have to be established;
(b) bias, possibly due to an error in calibration,
might affect the reading of altitude-all would
ha\'e to be generated from a population with a
mean other than zero; (c) all could be a function
of H, or of other parameters; (d) there could be
other restrictions on all, for example, errors be­
yond a certain maximum might be impossible,
negative errors might be impossible, or there
could be a serial correlation between successive
values of a/l.

ERRORS IN PARALLAX D. p Al\'D DIFFERE]\;TlAL

PARALLAX D.dp

The treatmen t of these errors in the si m u­
lation process (Stage 2 of Table 2) is analo­
gous to that for errors in flying height, de­
scribed previously. I t is first necessary to
know the characteristics of the distribution of
D.p and D.dp. As for D.H, a great variety of con­
ditions can be satisfied by the computer in
the process of generating errors, D.p and D.dp
which are then added to the true values (P
and dp) to obtain measurements,

In the absence of definite evidence to thp
contrary, D.p and D.dp have been assumed to be
independent, with normal, random distribu­
tion about a mean of zero. This is a common
assumption is photogrammetry, but cer­
tainly not an exact one, The simulation model
would readily accommodate to evidence of
more complicated characteristics.

The immediate effect of errors in P and dp
will be on the esti mation of tree heigh t and
then on all subsequent estimates of tree and
stand volume.

ESTI\IA TIO]\; OF TREE HEIGHT

The calculation of tree height followed the
parallax formula (Table 2); the measured tree
height h* was obtained from H*, dp*, and
P*, the values which included the measure­
ment errors.

One interesting effect of random errors in
parallax on the estimate of mean height was
revealed: random errors introduce a slight
bias, This is clearly shown by Table 3, which
gives the result of a simulation run with 1,400
trees in which all errors, except errors in P
\I'ere assumed to be zero; errors in P were
assumed to be normally distributed, with
mean zero and standard deviation Up, Note
how the values of the average measured
height, Tt*, increase with rising values for Up,

That this should bc truc is readily illustrated:
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TABLE 3. EFFECT OF RANDOM

ERRORS IN PARALLAX

assume a true value P = 2 is subject to random
errors + 1, -1, + 1, -1 to yield the readings
3, I, 3, 1. The true value for 1/P = 0.50, the
estimated mean value for P remains 2.0, but
the mean of the reciprocals of the indi"idual
esti ma tes is (1/3 + 1+ 1/3+ 1)/4 = .665, well
above 0.50. The effect of this phenomenon on
the parallax formula leads to overestimates
of h.

The effect of the interaction of error in rip,
P, and j-J on the estimated height of indi­
vidual trees can also be readily demonstrated,
as has been done in Table 4. Here can be seen
the change in the mean-square error of in­
dividual tree height as the standard devia­
tions of tJ./I' tJ.dp and tJ.p «(JI/, (Jdp and (J/>, re­
spectively) assume diA'erent values. Again,
the tabular values assume that the various
errors are independent; it would be entirely
feasible to simulate the effect of correlated
errors.

ERRORS 11': SPECIES IDEKTIFICATIO,

The coefficients of the volume-estimating
Equations 1 yary for different tree species. If
a black spruce is misidentified as balsam fir
the subsequent "olume estimate will also be
in error, e"en if all measurements are correct.

Guides to the nature of these species iden­
tification errors are known from past experi­
ence. Generally they are a function of tree
species (some species are more di ffi cuI t to
recognize than others) and size (large, mature
trees tend to have developed the species'
characteristic crown form; young trees are
less characteristic and often grow in dense
clumps). For any combination of tree species
and size (height) one can draw up a matrix,
such as Table 5, to summarize the probabili­
ties of identification errors. Spacing and
crown canopy densi ty are other factors af­
fecting interpretation; they could be simi­
larly treated by simulation.

It is not difncult to write a computer rou­
tine to simulate the interpretation of indi-

up

(111m)

0.0
0.5
1.0
2.0
3.0
4.0

it'
Esti1l1ated 1I1ean Tree Height

(m)

14.14
14.14
14.16
14.40
14.65
15.23

TABLE 4. THE EFFECT OF ERRORS l~ P, dp AND H
ON THE ROOT-i\IEAN-SQUARE ERROR OF

TREE HEiGHT, EJ; IN METERS

up UtiI' (111111)

(11/111 ) 00 0.005 0.010 0.020

0.0 0.0-+7 0.195 0.386 0.726
0.5 0.430 0.471 0.577 0.83-1-
1.0 0.913 0.936 0.986 1.170
2.0 1.936 1.948 1.991 2.058

ulI=2.00 meters; mean Aying height =650 m.
E" is analogous to £.1' ill Equation 2; h replaces

V and N = number of trees.

vid ual trees, usi ng these probabili ties. For
example, Table 5 shows that a 20-foot tree of
species A has a 75-percen t probabili ty of being
correctly identified, and a 25-percent probabil­
ity of being identified as species B. If such a
tree is reached in the model, a pseudo-ran­
dom number is generated from the range 1 to
100. If the number is 75 or less the tree has
been correctly identified, if it is greater the
tree is henceforth trea ted as if it had been
identified as B.

There is nothing theoretically complicated
abouL Table 5; in practice it represents in­
formation that because of its bulk is difficult
to absorb in an error analysis by any method
except simulation.

ERROR DUE TO TREE VOLUME REGRESSIO:-i

Tree volumes used in the ill\'entory are
estimated \\·jth the help of Equations 1 de­
ri"ed by least-squares regressions of precise
ground-measurements of volume on photo­
measured heights of individual trees. In-

TABLE 5. ERRORS iN TREE

SPECIES IDENTIFICATION

A dual
Height

Species
Range 1'(."1) PCB) P(C)

(111)

0-20 .75 .25 .00
A 21-40 .83 .17 .00

41+ .95 .05 .00

0-20 .20 .80 .00
B 21-40 .08 .92 .00

.±I+ .01 .99 .00

0-20 .08 .10 .82
C 21--1-0 .01 .09 .90

41+ .00 .05 .95

P(A), P(B), PCC) are, respectively, the proba-
bilities of being identified as A, B, or C.
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25 30 35 40 45 50 55 60 65 70 75

TREE HEIGHT (FEET)

1"1(;. 2. I"unction used to estimate tree volumes
(modified frOIll Sayn-\\"ittgenstein and Aldred,
1969, Fig. 5).

0.12
0.06
0.02
0.00

Probobility of
Being Missed

0-5
6-10

10-20
20+

TABLE 6. PROBABILITY OF MISSIl\G

Tl{EE ON PHOTOGRAPH

Tree Height
(m)

ESTI~IATION OF ACCURACY

At the beginning of the simulation process
we had set ourselves the limited goal of calcu­
lating the quantity Ev (Equation 2)-the
mean-square error of the volume estimate.
This can now be done because V* and V, the
esti mated and the true volu me, are available
for every plot. Calculation of this error can be
completed by considering all sources of error
together or by isolating only a few.

A typical example of the form in which the

tion of its size; the information listed in Table
6 is thus obtained. Similar data are available
to treat other factors, such as crown canopy
density, which might affect the probability of
missi ng a tree.

The probabilities listed can be incorporated
in the simulation process just as the essen­
tially similar matrix of Table 5. For example,
Table 6 gives a 2-percent chance that a 19­
meter tree will be missed. Thus, when the
computer encountered a 19 m tree, it gener­
ated a pseudo-random number within the
range 1 to 100. If the number was 1 or 2 the
tree's yolume was set equal to zero and the
omission of the tree had been simulated.

EFFECT OF t./I ON PLOT AREA; CALC LATION OF

PLOT VOL IE

As mentioned above, an error in flying
height not only affects tree volume estimate~

through wrong estimates of tree height; it also
leads to an error in plot area.

The effect of this error on the volu me esti­
mate can be approximated by assuming that
the error in timber volume on the plot is
directly proportional to the error in area. The
following calculation is thus performed in the
simulation program:

V* = (I: v*)(JIlfT*)' (3)

where ~v* is the sum of the v*'s for each plot.
V* is then the final estimated plot volume
arrived at through simulation; it must be
compared with V to estimate the survey's
accuracy.

.,
..

v =.O.06n(H) - 0.9836

R =0.93

STANDARD ERROR =4.066 CU. FT.

MEAN VOLUME =14.'1 CU. FT.

ERROR DUE TO ~I1SSI"G TREES

Jn any sample usi ng large-scale aerial
photographs a certain number of trees will
not be seen by the interpreter. From empiri­
cal e\'idence it is known that the probability
of missing a tree is to a large extent, a func-

40

rli,·idual tree yolume was calculated as a
function of height: this function took the
form represented in Figure 2. Jn many in­
"en tories other Yariables, such as cro"'n area,
"'ould also ha\'e entered the equation.

Such regressions, of course, only show the
a"erageYolumeexpected for any gi\'en height;
the actual indiYidual yolumes tend to be dis­
persed about this line to a degree that is ex­
pressed by the regression's standard error
s.. a yalue calculated from the regression
data and thus known in any inventory. Of
course, the greater the yalue Sv has, the lower
the precision is of any yolume estimate. The
inaccuracies introduced by Sv are covered in
the simulation process: the volume estimate
v* used for an individual tree is the regression
estimate corresponding to the measured
height h*. But, Sv has been used to derive the
true volumes v (see above) and thus the mag­
nitude of Sv will determine the difference
(v-v*) which the simulation model can yield
for each tree.

Another complication that arises from
C'ITorS in estimating It is dealt with by simula­
tion: bccausc the function (Figure 2) is a
sharply rising exponential, an oycrestimate of
It (t.// I in Figure 2) will have a greater effect
on the "olume estimate than an equal under­
C'stimate t.h z; note that e,>ez. Thus even
random errors in estimating It will lead to bias
in \·olume estimation.

~
III
III..
~
m 30
:J
!:!.
III
~

3 20
o
>
III
III

~ 10
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TABLE 7. ROOT-MEAN-SQUARE ERROR OF

PLOT VOLUME ESTIMATES

£,. (cubic feet)

up Udp (m.m)
(111.111.) 0.0 0.005 0.010 0.015

0.00 27.8 27.3 26.9 28.7
0.05 28.1 27.7 27.3 29.1
1.00 65.4 65.9 68.4 69.0
2.00 367.6 377 .5 385.7 394.1

U H = 4 .00 meters.
sv = 4. 07 cubic feet, with the restriction that

true tree volumes could not be less than 1.5 Cll. ft.
Mean plot volllmp.. 17=233 Cll. ft.

error summaries can appear is Table 7 which
gives EI' for stated values of (Jp and (Jdp and
(JII = 4.00 m, Sv = 4.07 cu. ft.

Results, such as Table 7 are roughly equiv­
alent to the results of a single experiment, and
it is difficult to estimate their reliability. The
simulation run may have to be repeated sev­
eral ti mes to judge the consistency of the
resul ts.

CONCLUSlO:"S

The purpose of the analysis was not to
presen t the solu tion to a particular problem,
as it is of limited general interest, but rather
to illustrate how complex the error interac­
tions tend to be and how computer simula­
tion techniques can reveal their effects. I n­
volved are some of the complex interactions
and unexpected effects: an error in flying­
height estimation affects tree height measure­
ments and is confounded with an error in area
estimation; random errors in parallax bias
height estimates; random errors in tree height
estimation bias volume estimates; errors in
species identification and errors of omitting
trees need to be included in the final calcula­
tion of accuracy of volume estimates; samp­
ling errors combine with measurements errors
to affect accuracy. All these sources of error
can be dealt with in a simulation model.

The abili ty of si mula tion to deal wi th such
situations is a great incentive to investigate
the true na ture of errors, because the presence

of complex error characteristics will no longer
be a handicap in studying crror propagation.
Realistic estimatcs of thc errors that are in­
curred can be entered into the simulation
process and an esti mate of a sun'ey's accu­
racy can be obtained after its completion. Of
even greater importance is the possibility of
increasing sun'ey efficiency by establishing
the effect that a change in any error would
have on final accuracy.

For example, with reference to the inven­
tory example: should effort be concentrated
on improving the accuracy of species identi­
fication, or could more be gained by reducing
Sv or I1H ? This, of course, has always been
able to be accomplishcd to some extent by
analytical mcthods and experimentation. But
with computer simulation it can be done
more realistically and for much more complex
problems.
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