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An Electronic Multi-Image Processor 
A quantitative evaluation of the University of Kansas system 
shows that it offers a possible manner for processing the 
imagery from an Earth Resources Satellite. 

INTRODUCTION 

T HE TREMENDOUS AMOUNTS OF multiband 
remote sensing d a t a  t h a t  will be forth- 

coming from the  ERTS program and from sup- 
porting aerial photographic programs require 
sophisticated processing techniques so t h a t  
the d a t a  can be combined, correlated and en- 
hanced effectively. A possible answer to  these 

A multi-image processor is a system either 
electronic, optical, o r  a combination of the  
two, which brings into common register 
images of a n  object or a n  area taken in various 
spectral bands. Basic cueing for the  system is 
obtained from either tone variations, such a s  
shape and texture, or tone values. First-order, 
second-order, and third-order systems obtain 

ABSTRACT: T h e  E R T S  program will  produce large quantities of mult iband data 
requiring sophisticated processing techniques. A possible answer lies wi th  the 
University of Kansas  electronic mult i- image processor. A c~mpara t i ve  one-way 
analysis-of-variance test sequence was  performed to relate interpretability of 
imagery obtained wi th  the Kansas  system to that of comparable images produced 
by  other multi-spectral combiners and by  filtered panchromatic and color films. 
T h e  experimental hypothesis was  that different types of imagery exhibit di,fferent 
degrees of interpretability for particular earth features. Interpreters of various 
levels of skill were tested in terms of correct responses, omission error committed 
and commission errors committed for features in diverse environments. Results 
of the experiments indicate that the Kansas  system i s  competitive wi th  other 
enhancement and photographic systems a s  a n  aid to interpretation of earth 
features. Research to advance the state of the art i n  terms of operational capa- 
bility i s  recommended. 

urgent needs lies with the University of Kan-  
sas electronic multi-image processor, IDECS. 

T h e  s tudy reported on here concerned a pre- 
liminary evaluation of this system's capabil- 
i ty  t o  accomplish these tasks. 

* The research presented here is an outgrowth of 
the thematic experiments conducted under U.S. 
Army Engineering Laboratories Contract No. 
DAAK 2-67-C-0435 with the Center for Research 
in Engineering Science, University of Kansas, 
"Multi-Image Correlation Systems Study for 
MGI", and is reported on in "Multi-Image Cor- 
relation Systems Study for MGI Quantitative 
Evaluation of Electronic Multi-Image Processor 
(U) .Supplementary Final Report", U.S. Army 
Engineering Topographic Laboratories, Contract 
No. DAAK 2-67-C-0435, Sept. 1969. The work was 
accomplished by the authors while they were 
employed by the Forestry Remote Sensing Lab- 
oratory, University of California, Berkeley. 

cueing from tone variations, tone values, and 
a combination of tonal variations and tone 
values respectively. 

IDECS is  a n  acronym for "image discrimina- 
tion, enhancement, combination and  samp- 
ling." T h e  system has been developed a t  the 
University of Kansas a s  a versatile research 
tool to  be used for interpretation of multiband 
imagery. Among i ts  first-order interpretation 
modes are  differentiation and monochromatic 
additive combination. Second-order cueing 
modes include additive color combination, 
single and multi-image level selection (spec- 
tral selection) and isodensitrace production. 
T h e  IDECS system is essentially a second order 
system, its most powerful interpretation tools 
(color combination and spectral selection) be- 
ing cued for tone values. However, the system 



may be used to simulate higher dimensioned 
(i.e., larger number) input vector systems and 
a general third order system by inclusion of 
one or several intermediate steps. Information 
from several images may be  recorded as  a 
monochromatic additive enhancement and/or 
textural information may be coded a s  tone 
values. These may then be combined t o  form 
a third-order processor output .  Since process- 
ing occurs rapidly (1/30 second per input  set), 
automatic interpretation modes a re  investi- 
gated simultaneously with interpreter-aiding 
modes-the speed limitation being image- 
handling time rather than  processing time. 
I n p u t  images may be of a n y  size up  t o  3 by  4 
inches, and ou tpu t  display recording is usually 
accomplished by taking color photography of 
the  color T.V. scleen on which the  enhanced 
imagery appears. 

I n  the thematic experiment performed un- 
der a contract t h a t  preceded the one here re- 
ported upon, a n  evaluation of IDECS was ac- 
complished by  researchers with a knowledge 
of IDECS operation. However, no a t t e m p t  was 
made i n  t h e  earlier test t o  compare the  inter- 
pretability of features on IDECS enhanced 
imagery with t h a t  of conventional black-and- 
white photography, color photography, 01 

with multiband photography enhanced with 
equipment other than IDECS. T h e  making of 
such comparisons was considered essential if 
we a re  ever t o  develop the  most efficient op- 
erational procedures, from a n  interpretation 
standpoint,  for the  electronic enhancement of 
images. 

T h e  research reported on here concerned 
the use of a comparative test  sequence t o  re- 
late t h e  interpretability of particular images 
obtained utilizing IDECS t o  t h a t  of comparable 
images produced by  other  combiners of multi- 
spectral images and  by  images originally pro- 
duced on  both filtered panchromatic and  color 
films. For  each technique or device used, a 
single enhanced/combined image was se- 
lected for each phenomenon (category) a t  each 
test site, and  comparisons were made of theit 
intelpretability in  terms of errors of omission1 

"Omission" is defined as the completnftnt of 
"cprfect", i.e., % Omission= (100-%C). Com- 
miss~on", on the other hand, is defined as the actual 
number of errors committed (e.g., calling a field 
"alfalfa" where in reality it is a barley field, ex- 
pressed as a percent. Thus, 

and commission, correct identification, and 
time for interpretation. The interpretation 
tests were designed to (1) obtain statistically 
valid measures of interpreter performance for 
studying the different kinds of imagery; (2) 
measure this performance in terms of both 
time required and accuracy achieved: and (3) 
measure performance a s  a function of the  
background of training and  experience of the  
photo interpreter. 

T h e  theoretical basis for t h e  experiment 
was the  hypothesis t h a t  different types of 
imagery exhibit varying degrees of interpreta- 
bility for particular earth features. Signa- 
tures of ear th resource phenomena vary 
according t o  t h a t  portion of t h e  electro- 
magnetic spectrum which is being imaged. A 
particular feature may be relatively easy t o  
interpret using one type of imaging system 
(e.g., sugar beet fields on radar), whereas 
interpretation of the same phenomena from 
imagery of another system may be quite 
difficult (e.g., sugar beets from barley, 
alfalfa, or wheat on ektachrome infrared 
film). Such differences should permit the  
types of imagery t o  be ranked acccrding t o  
interpretability, feature-by-feature. T h e  ex- 
periment was designed t o  hold all other 
factors a s  nearly constant as  possible so t h a t  
if t h e  interpretability of a n y  given feature 
was being tested the  only variable would be  
the  imagery itself. This  variability manifested 
itself quantitatively in  terms of both the  
time and the  accuracy of interpretation of 
each feature a s  a function of type of imagery. 
Accuracy ratings took into consideration the  
correct responses, errors of omission, and  
errors of commission. 

T h e  experiments performed involved the  
use of nine different kinds of imagery from 
both photographic and enhancement systems 
(panchromatic film with a Wrat ten 25A 
filter, panchromatic film with a Wrat ten 58 
filter, black-and-white infrared film with a 
Wrat ten 89B filter, color aerial film, infrared 
ektachrome film with a Wrat ten 15 filter, a 
Forestry Remote Sensing Laboratory optical 
combiner image, a University of Kansas 
electronic combiner IDECS image, a Philco- 
Ford electronic combiner image and  com- 
bined interpretation of a color, infrared ekta-  
chrome and University of Kansas electronic 

Total number of commission errors 
a/o Commission = X 100 

Total possible responses - total possible correct responses 
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PLATE 1. I D I ~ S  enhancement of Apollo imagery 
for the  Imperial Valley test site. 

p L 4 1 ~  2. Apollo infrared Ektachroi~~e of the Ildllas-1:ort lirorth tezt site. Tr,~ining and predictioll 
areas are inked directly on the print's surface. Lettered squares indic,~te training areas with initials in- 
dicating categorie5, such as T for treei, etc. Numbered sclu'lres denote prediction areas.* 

* Courtesy Academic Senate, University of California, Santa Barbara. 
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combiner IDECS image). Each type of imagery 
was tested for the interpretation of four dis- 
crete categories, and a fifth category which 
combined all four categories for any of the 
given areas. This produced a 5 X 9  array in 
which there were 45 individual cells, each cell 
representing a unique combination of a 
particular category with a particular type of 
imagery. This required the use of a minimum 
of 45 interpreters in order to fill each cell with 
an individual interpreter, minimizing the 
problem of area familiarization. In addition, 
i t  was considered to be more valid statis- 
tically to have several replications per cell, a t  
least three replications being a minimum re- 
quirement. 

The 45 interpreters required for these tests 
were selected in such a way tha t  they could 
be placed into three groups of 15 each accord- 
ing to their level of competence-high, 
medium, low-based on background data 
sheets filled out  by the interpreters. A high 
(highly skilled interpreter) was ranked as such 
if he had taken a remote sensing course and 
also had had several years of work experience 
in the field, a medium was one who had taken 
a course in air photo interpretation or remote 
sensing but had had little work experience in 
the field, and a low was one who had neither 
taken a course nor had obtained any work 
experience in the field. Each person was then 
randomly assigned to  each of three cells 
such that  each of the 45 cells contained a high, 
medium and low interpreter. This was ac- 
complished in a manner such that  no person 
would look a t  one of the four areas more than 
three times. This arrangement kept the prob- 
lem of area familiarization to a realistic 
minimum. I t  reduced the problem of interac- 
tion between the categories to be interpreted 
in a given area, and i t  also permitted three 
replications per cell for more valid statistical 
results. By establishing each cell as equivalent 
to any other cell in terms of level of compe- 
tence, this test allowed meaningful com- 
parisons to be made between cells (image 
types) by category. 

A t  the outset, two methods of presenting 
images to the interpreter were tested, one 
employing prints and a second requiring pro- 
jection of the images on to a viewing screen. 
One area was used as a control and an  equal 
number of skilled and unskilled interpreters 
were asked to interpret individual categories 
in the same manner as detailed in the basic 
test procedure seen below. Statistically, no 
significant difference was noted between the 
interpretations accomplished using prints 
and those using projection techniques. Conse- 

quently, the researchers were able to choose 
what they considered to be the optimum 
method for presenting to the interpreter the 
test material for a given site. The actual tests 
were administered individually with a par- 
ticular interpreter looking a t  one category on 
a discrete image type a t  one time. 

Where prints were employed, the inter- 
preter was asked to identify particular cate- 
gories in a p~ediction area based on informa- 
tion given in a training area on the same 
image. Information for the training samples 
was dexived from available ground truth 
maps of the test areas. The interpreters were 
required to record their identifications on a 
map where the prediction samples and train- 
ing samples were delimited. An example of an 
interpretation of Bare Soil from IDECS en- 
hanced Apollo imagery of the Imperial 
Valley can be seen in Plate 1. In this example, 
Miss Wall was given both the image and a 
map of the area on which only those fields 
of bare soil in the training area had been 
filled in. She then took six minutes to  fill in 
what she considered to  be the fields of bare 
soil on the rest of the image. A comparison 
with the "ground truth" map for the area 
(see Figure 1) shows that  she correctly 
identified 16 fields, committed errors in 7 
instances and omitted 6 fields which were in 
actuality bare soil. 

T r a ~ n ~ n g  Area 
Co~nrn~s,ton T Tio,e 6 ntn. 

FIG. 1. Ground truth category test format pre- 
sented to interpreters for the IDECS enhancement 
of Apollo imagery and ground truth category 
test. Miss Wall was given this sheet with only 
those areas labeled bare soil (BS) in the training 
area filled in. She then lableed those fields on the 
rest of the sheet outside the training area that she 
considered to be bare soil with a BS based on 
Plate 1. Her time was recorded at the upper right 
and her test results are shown at the lower left. 



T h e  infrared ektachrome image of t h e  
Dallas-Fort Worth test  site (Plate 2) repre- 
sents another method of presenting the  d a t a  
t o  the  interpreter. 8 X 10-inch prints were 
used in these instances. Here the  training and  
prediction areas were inked directly onto the  
print's surface. Each training area was labeled 
with a n  initial indicative of its category (T  
for trees, W for wheat, etc.) whereas predic- 
tion areas were numbered sequentially from 1 
through 21. T h e  interpreter was given a n  
answer sheet on which was specified t h e  name 
of the  category which he was t o  interpret. 
Entries on t h e  sheet also indicated the  area 
and image type and provided space for 
name, da te  and  time. T h e  remainder of the  
sheet contained numbers followed by  blank 
spaces corresponding to the  numbers of the 
prediction areas labeled. By this means t h e  re- 
sults obtained could readily be analyzed in 
terms of correct answers, omission errors, and 
time required t o  complete the  test. 

Where projection was employed, a s  in 
imagery of the  Imperial Valley test  area, 
answer sheets such a s  those shown in Figure 1 
were used. I n  other instances, however, such 
a s  t h e  Meadow Valley test area, a n  overlay 
containing the  training and prediction areas 
was attached t o  a viewing screen and  the 
image was then congruenced t o  the  ground 
truth overlay. Here the  interpreters were 
given numbered answer sheets on which to 
place letters t h a t  would signify how they had 
interpreted specific areas, with t h e  numbers 
on the  sheet corresponding t o  those in  the  
prediction area. These interpretation tests 
were carried o u t  using projection techniques 
with the  interpreters viewing images pro- 
jected onto a screen in a darkened room. T h e  
resultant images measured approximately 
1 8 x 1 3  inches and were viewed from a dis- 
tance of approximately 1 2  feet, giving a scale 
on the  Apollo imagery of the  Imperial Valley 
of about  1 : 15,000; however, interpreters were 
encouraged t o  view the  screen a t  what  they 
considered the  best distance. This  ranged 
from a few feet up  t o  20 feet. Numbers of 
interpreters varied, with a maximum of 6 
individuals taking a particular test a t  a given 
time. 

T h e  time and  accuracy information was 
used a s  raw d a t a  for a computer program 
specifically selected for this experiment ( the 
statistical methodology of this program is 
described i n  detail presently). T h e  computer 
printout consisted of a one-way analysis of 
variance table which supplied the  observed 

F-ratio for each category. These F-ratios 
formed the  basis for the image rankings b y  
categories on t h e  computer printout. A Dun- 
can multiple-range test  was then applied t o  
the  ranked d a t a  for each category in  order t o  
determine whether differences existed in the  
d a t a  a t  the  5 percent level of significance. 
Further  analyses of the raw d a t a  and image 
rankings were made by  manual calculation. 

T h e  purpose of these various calculations 
was t o  achieve the  following objectives: 

To determine the percent time and accuracy 
of interpreters a t  each level of competence. 
To rank the types of imagery by individual 
categories for each area according to correct 
responses, errors of commission and time. 
To rank the types of imagery by individual 
categories for each area according to a com- 
posite score of time and accuracy through the 
linear combination of the percent scores for 
omission errors, commission errors and time. 

I n  this experiment there were k (8 or 9) 
types of imagery t h a t  were of interest to  be 
ranked for each category within each area. 
T h e  statistical model for this experiment can 
be considered a one-way classification with 
n ( 3 )  replications. Therefore, a completely 
randomized design was most suitable for o u ~  
analysis. 

T h e  linear model for this design is: 

where p is t h e  general mean, cri is the main 
effect for the  i t h  image, and  eij is the  experi- 
mental error for t h e  j t h  replication on the  
i t h  image. 

T o  test the significance of difference of the  
main effects for t h e  images, the  various 
mean squares and F-ratio need to be  com- 
puted under the  null hypothesis: 

F l o  = ai = 0 for all i = 1, 2, . . . k .  

Based on the  above model, the  sums of 
squares can be obtained a s  follows: 
Total  sum of square: 

k n 

(TSS) = C xq32 - c 
"-1 j -1 

Between-image groups sum of square: 

Within-image groups sum of square o r  error 
sum of square: 

3 

(ESS) = 1 3 s  - BSS = (sii - 1-i)2 
j-1 
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TABLE 1. 

Soz~rce  Sum of Square Degree of Freedom M e a n  Square F Rat io  

Between Group B S S  k - 1  B S S / k  - 1 MSB/ MSE 
Within Group ESS ( n - l ) k  E.SS/(n - l ) k  
'Total T.S.5' n X k - 1  

The analysis of variance for this one-way 
classification is shown in Table 1. 

The  computer F-ratio is significant if i t  
exceeds the theoretical F-value tha t  is ob- 
tained from an  F-table. If F is greater than 
F k  -I,, (n-l)k, the null hypothesisthatthere 
is no difference between the images can be 
rejected with a (1 -a) level of confidence. 

If the null hypothesis is rejected, an 
additional multiple comparison should be 
made to rank those images. Because the 
sizes of the treatment groups are large, the 
most appropriate method is a multiple range 
test. 

The  procedure followed in a multiple range 
test is: 
1. Determine S Z  = d ( M e a n  Square Error/n) 

with D F E  = (n- l )k  
2. From the table of Significant Studentized 

Range Points (SSR) obtain Significant 
Range Distribution 

( L)FL 

SSRI 9 
I I 
I Pa 1 

where D F E =  (n-l)k,  f i  (the sizes refer- 
ring to the number of means involved in a 
comparison) = 2  to k, p, (level of signifi- 
cance). 

3. Compute Least Significant Range (LSR) : 

4. Rank the means (*I,*?.  . . *h) into ordered 
means 

x (1 )  2 x (2 )  2 . . 2 x ( k ) .  

5 .  Test the differences in the following order: 

x ( 1 )  - x(k) 
4 2 )  - ~ ( k )  . . . x(k - 2 )  - ~ ( k )  

x(k  - 1) - ~ ( k )  
x (1 )  - x(k  - 1) 

~ ( 2 )  - ~ ( k  - 1 )  . . - x(k  - 2 )  - ~ ( k  - 1) 

4 1 )  - 4 2 )  
x (2 )  - 4 3 ) .  

If any of these differences exceeds the ap- 
propriate 

we declare that  this difference is significant 
a t  an a level of significance. 

6. The results of the test can be summarized 
as several homogeneous subsets. The 
ranking is then based on those homogene- 
ous subsets. In order to illustrate the above 
theoretical approach, an example is given 
in Table 2. 

The results of the statistical analyses and 
an examination of the raw data pointed to 
several conclusions: (1) interpreters are able 
to nerceive color differences more quickly and 
accurately than gray level differences; (2) 
for low resolution imagery, such as orbital 
photography, discrete color differences are 
more valuable for interpretation than colors 
that  grade subtly into one another; (3) fot 
high-altitude photography, distinct color 
variation and IDECS quality resolution are 
competitive with high-resolution systems that  
exhibit inter- and intra-color gradations; and 
(4) for low-altitude photography, color 
differences are more important than gray 
level differences, and resolution assumes 
greater importance because interpreters tend 
to focus their attention on geometry more 
often than on color or tonal patterns. 

The conclusions stated above point to 
several more specific conclusions than can be 
made concerning the interpretability of 
IDECS imagery. (1) For high altitude and 
satellite photography, IDECS is highly com- 
petitive with other systems tested, and better 
than many. This high ranking can be attri- 
buted to the fact that  IDECS organizes data 
into discrete color amalgamations and pos- 
sesses compatible resolution capabilities for 
imagery of high altitude and satellite scales. 
(2) For low altitude photography, the general- 
izing advantage of IDECS is handicapped by 
the incompatibility of its resolution when 



TABLE 2. EXAMPLE FOR IMPERIAL VALLEY HF (I.E., "HIGH FLIGHT" PHOTOG&APHY)- 
PERCENT CORRECT FOR BARE SOIL* 

Analysis of Variance Table 
- 

Source SS DF MS  F Ratzo 
Between groups 3692.0000 7 527.4286 4.6848 
Error 1801 .3333 16 112.5833 
Total 5693.3333 23 

F 7, 16=2.66 
.05 

Since F ratio =4.6868> 2.66 
reject Ho. 

* In  this test, 5% level of significance is used. 

Five Percent Multiple Range Test 

T~eatment # (1) Label & ~ Q P L  (zt) 

25A 
58 
89B 
P F  
FRSL 
CIR 
IDECS 
CIR+IDECS 

(1) S,= t/MSE/n=y/112.5833/3 =6.1259 with DFE =16 
(2) Value of p 2 3 4 

S S R  3 .OO 3.15 3.23 3.30 3.34 
LSR  18.378 19.297 19.787 20.216 20.661 

where 

for p-2 to 8 are obtained from the significant points of the Studentized Range Distributions 

Rank (i) 

1 
2 
3 
4 
5 
6 
7 
8 

Ordered Mean x( i )  

77 .000 
71 .000 
62.000 
60.667 
59.333 
59.333 
56.333 
31.667 

Compare 58 with all the rest: 

~ ( 1 )  - x(8) = 45.333 > 20.767 = LSR (,,3 significant 

x(1) - x(7) = 20.667 > 20.64 = LSR ( . O I )  significant 

Label 

58 
25A 
FRSL 
CIRSIDECS 
CIR 
IDECS 
89B 
P F  

(TABLE 2.-Continued on following page) 
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x(1) - x(6) = 17.667 < 20.461 = LSR not significant (."3 
x(2) - 4 8 )  = 39.333 > 20.644 LSR (,,:) significant 

Therefore we have 2 ho~nogetlevt~s sub5ets: 

(58, 25A, FRSL, CIR+IDECS, CIR, IDECS) 
(25A, FRSL, CIR+lDECS, CIR, IDECS, 89B) 

The results of the test can be summarized in oue way merely by listing the types ~f imagery in a de- 
decreasing order of interpretability, as follows: 

58 25A FRSL CIR+IDECS CIR IDECS 89B PF 

Any two means not underscored by the same line are significantly different a t  the 5 percent level. Any 
two means underscored by the same line are not significantly different from one another. Based on those 
homogeneous subsets, the overlap part of the two lines can be grouped as one rank. Therefore, the follow- 
ing rankings for percent correct can be made: 

Rank Imagery 

FRSL 
CIR+IDECS 
CIR 
IDECS 

compared with t h e  resolution of t h e  input  
imagery. Although IDECS may be able t o  de- 
tect  t h e  important  differences t h a t  a r e  ob- 
servable a t  this scale, i t  does not  have the  
necessary spatial ~esolut ion t o  display them 
for interpretation a s  adequately a s  t h e  
higher resolution input  imagery. (3) Highly 
skilled interpreters tend t o  interpret IDECS 

imagery faster and  more accurately t h a n  
medium and  low-skilled interpreters. (4) 
This  quantitative evaluation experiment in- 
dicates t h a t  IDECS is competitive with other 
enhancement and  photographic systems as  
a n  aid to  interpretation of ear th features on  
t h e  basis of time and  accuracy. Limitations 
a re  evident when IDECS is compared with low 
altitude, high resolution photography, b u t  
this problem can be solved. T h e  preformance 
of IDECS, in  addition, makes a strong case for 
multiband imagery of the  type which will be  
acquired by  t h e  E a r t h  Resources Technology 
Satellite (ERTS) scheduled to orbit in early 
1972, since the  ease with which black-and- 
white imagery can be exposed and processed 

makes repeatable results more obtainable. 
This  repeatability can be expressed in terms 
of consistency of image tone signature for 
earth resource phenomena, not only from one 
photographic mission t o  the next, b u t  within 
the  imagery from a single mission. This  factor 
is important  if we are  t o  automate data-  
handling techniques with systems such a s  
IDECS. 

Based on our research and t h e  conclusions 
stated in  the  previous sections, the  researchers 
a t  the Forestry Remote Sensing Laboratory, 
University of California, Berkeley, recom- 
mended the  following a s  logical extensions of 
the work performed under this contract. (1) 
Higher resolution input /output  equipment 
should be acquired in  order to  upgrade the  
interpretability of the  IDECS ou tpu t  display. 
(2) An evaluation should be made of t h e  
ability to  identify features on successive 
frames of imagery using the  same machine 
settings a s  proved optimum for identifying 



those same features on a cu2ibrdiOv frame. 
In this test a training region would be desig- 
nated on t h e  first frame of t h e  strip similar to  
t h e  interpreter training regions utilized i n  the  
interpreter tests reported on  i n  this project. 
I n  this training area t h e  IDECS operator would 
maximize his machine settings for t h e  identifi- 
cation of individual categories. T h e  IDECS 
operator would not  know t h e  ground t ru th  for 
the  entire area, only t h e  ground t ru th  for t h a t  
area designated a s  t h e  training area. T h e  
optimum settings for each individual category 
would then be stored utilizing t h e  disk inter- 
face. When all category settings had been 
made and  stored, the  total composite image 
would then be  placed on  the  viewing screen 
presenting the  operator's optimum enhance- 
ment  of all categories under investigation. 
T h e  ou tpu t  display would then be  photo- 
graphed for comparison with t h e  ground 
t ru th  m a p  of the  area. Keeping t h e  machine 
settings for each category constant, the  next 
frame i n  t h e  flight s t r ip  would be  placed into 
IDEcs and  the  ou tpu t  display recorded and  so  
o n  with t h e  next f rame and  the  next. When a 
suitable number of frames had been processed 
and  recorded, a n  analysis of t h e  results would 
give a n  indication of t h e  reliability of auto- 
mated IDECS interpretation. By comparison 
of t h e  photographs of the  ou tpu t  display with 
ground t r u t h  data ,  a n  idea of t h e  fall-off in  
t h e  accuracy with which category interpreta- 
t ion  can automatically b e  made utilizing 
IDECS could be achieved. Tests  could also be 
performed comparing t h e  ability of image 
interpreters of varying Ievels of competence 
t o  correctly identify the  same categories a s  
IDECS was programmed t o  interpret from 
several frames of conventional multispectral 
imagery. T h e  accuracy a n d  time required to  
preform these interpretations could be com- 
pared with the  accuracy and  t ime required 
t o  program, interpret and process IDECS 
imagery of the  same area. This  test  would be  
close t o  a n  actual operational test of IDECS 

ability. 

A second type of test which could be in- 
corporated into this procedure or accom- 
plished i n  conjunction with these tests was 
suggested b y  Dr. David Simonett  of t h e  Cen- 
ter of Research, University of Kansas. This  
test  would examine t h e  variation in  operator 
machine settings required t o  obtain t h e  more 
accurate predictions for the  categories util- 
ized in  the  tests recommended above. 
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