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A Theorem in Least Squares 
Omission or addition of observations after parametric adjustment. 

INTRODUCTION 

0 N SOME occasions in adjusting indirect observations i t  becomes necessary to 
amend the estimates of the unknowns as a result of ( i )  the omission of one, or 

more, doubtful observations, or (ii) the inclusion of additional new observations. 
If the number of unknowns is small and automatic digital computing facilities 

are readily available, the quickest solution to either of the problems mentioned above 
is to run the entire adjustment again. However, if the system of equations is large 
and if the observations to be omitted, or added, are few in number, i t  is possible to 
amend existing results in a relatively simple way without having to repeat the inver- 
sion of the large matrix of coefficients of the normal equations system, AtwA.  The 
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most important practical applications are where the observations for the solution 
amendment are one, two or three in number. A possible correction procedure is given 
below. 

DERIVATION OF THE CORRECTION TERMS 
Consider an m X  1 vector of unknown parameters A X  related to an n X  1 vector 

of residuals v by the equation 

where A is an n X m  matrix of known coefficients and j is another n X 1  vector of 
known or absolute quantities. If we write 

f = F " - I  

L = l + v  

and identify the I as the observations of the quantities L, the v are then recognized 
as the corrections to the I. Fo will be seen to  include approximate values, (X), of the 
unknowns, such that  

x = ( X )  + A X .  (4) 

If ( i )  n = m the solution for the unknowns AX is unique ; (ii) if n < m ,  no unique solu- 
tion; and (iii) if n>m an  overdetermination of the unknowns occurs. If W-I is the 
n X n  variance/covariance matrix of the observational errors, this will be a diagonal 
matrix where the observations of the quantities involved in the adjustment are 
treated as  being independent. 

* The article was published in The South Africa Suruey Journal in December 1971. 



The method of least squares leads to unbiased estimates AX* of the unknowns AX 
with minimum variance which satisfy the normal equations 

A t w A .  AX* + Atwf = 0.  (5) 
That  is, 

If vz, of order k X 1, is the vector of corrections to the observations to be omitted, 
Equation 1 may be rewritten appropriately as  

The submatrix A1 is of order ( n  - k) X m, such that  ( n  - k) 1 m. Applied to  Equation 
7, the method of least squares provides the unbiased estimates of the unknowns as 

A x *  = - (AltwlA1 + A 2 t ~ ~ A 2 ) - 1 ( A ~ t ~ l t ~ l f l  + AZtwZf2) .  (8) 

Comparing Equations 6 and 8 we see that  

AtwA = Altw1Al + AztwzAz 

and 

F = F1+ F2. 

The first set of reduction formulas are then obtained simply as 

Qi = Q - AztwzAz 

and 

Now Q -  Q1 = Aztw2A2, which on premultiplication by AzQ-I and postmultiplication 
by Ql-I becomes 

A 2 p 1 ( Q  - Qi)  Qi-I = 

Therefore, 

and 

A 2 p 1  = ( I  - Az@1A2t~z )A2Q~-1 .  

Now, premultiplying both sides of this equation by w z ( I -  A 2 Q - 1 A 2 t ~ z ) - 1  we find that 

w ~ A z Q I - ~  = ~ z ( 1 -  A Z Q - ~ A Z ~ W Z ) - ~ A Z @ ~  

w z A z w r l  = K A 2 p 1  (say), 

which will be seen to  have the same meaning as 
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From Equation 9 i t  is immediately apparent that  

and the inverse of the matrix of coefficients of the reduced set of normal equations is 
given by 

Thus, if the number of observations to  be omitted from an  already completed adjust- 
ment is small, i t  is preferable to calculate the matrix K which would involve the in- 
version of ( I -  AzQ-lAztw2), a k Xk matrix, instead of the very much larger ( n - k )  
X (n- k) matrix 91. 

The unbiased estimates of the corrections to the unknowns, viz., AXf* ,  as a result 
of dropping k observations, is then 

From Equations 12  and 5 we have 

and 

Q1.AX1* = Q . A P  + Astwzf2. 

Premultiplying (A2.AXf* + f z )  by K-l wz we have 

( I -  AzQ-'A2%w2)(A2.AX1* + f z )  = f i  + Az.AXf* - A 2 P 1 ( Q  - QI)AQ1* + 
- AzQ-'(Q1.AXf* - Q s A P )  

= f i +  A 2 . A P  = v Z .  

Therefore, 

or 

0 2  = ( I  - A2Q-'Aztwz)(Az. AX'* + f 2 ) .  

Premultiplying Equation 14 by K ,  

K v ~  = wz(Z - AzQ-'Aztwz)-'(I - AzQ-'Aztwz) (A,.  AX'* + f z )  

and 

Q-'AztKvz = Q-'A2t(Az A*Xf + f z )  

= c 1 ( Q  - Ql)AX'* + Q-'(Qi.AX1* - Q AX*) 

= AX1* - AX* 

AXf* = AX* + Q - ' A ~ X V ~ .  

For the n observations, 

V"V = (A .AX* + f)"(A.AX* - f )  

= A F t ( A t w A . A X *  + Atwf) - A P t Q . A X *  + f twf 

vtwv = j"f - A X * ~ A  x*. 
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For the (n - k) observations, 

V I ' W I V ~  = f i t w , f l  - A X f * ' Q l . A  XI*. 

Subtracting Equation 18 from 17  and rearranging slightly, 

V l t w l ~ l  = V ~ W U  - fitw2f2 + A F t Q . A F  - A x t * t Q 1 . ~ X ' * .  

Now, 

vz tKvz  = ( A z .  AX* + f2 ) 'wz(Ai .A  X'* + f2) 

= fztwzfi - A F t Q .  AX* + AX'*tQ1.AQ'*. 

Therefore, 

Finally, 

That  is, 

or 

Thus, 

KvZ = wz(A2-AX'* + f i )  

w2-lKvz = A2. AX'* + f i  

where v' is the vector of residuals of the omitted observations based on the estimate 
AX'* of the unknowns A X .  The matrix K is symmetrical and features in most of the 
correction terms and, as  i t  is usually of order less than 4 x 4 ,  i t  is easier t o  evaluate 
than QI-l .  

I t  is a simple matter to rewrite the foregoing equations to allow for the addition 
of further observations to  the original set. An example follows to illustrate the appli- 
cation of the correction formulae derived in this paper. 

Consider the following trilateration network measured on a photograph for the 
determination of the plate coordinates of the photo-points 4 and 25. The measured 
distances, in millimeters, are shown in Table 1 and are shown diagrammatically in 
Figure 1. 

FIG. 1. Trilateration figure used in the example. 

Distance 

299.3818 
211.6378 
211.4608 
153.7319 
145.6553 
110.0078 
236.1424 
109.0322 

Points Measured 
Distance 

--- 
299.2935 
211.7720 
211.7908 
150.1145 
149.2856 
239.0362 
102.4410 

Points 

A 
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111 
113 
114 
112 

4 
112 
114 

A - 
111 
112 
111 
113 
1 1 1  
111 
113 

114 
112 
114 

4 
4 

25 
25 
25 

--- 
113 
113 
114 

4 
4 

25 
25 
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FIG. 2. The A-matrix of the example for use in Equation 1. 

The matrices of Equation 1 for this example may be written as in Figure 2 and as 
follows: 

A X  = (dyiiz dxiil dyii3 dxii4 dyi14 dx4 dy4 dx26 dyz~) '  

u = (~112-111 rlll-113 'Ulll-112 0112-113 v113-114 v111-114 'JI.14-4 2'113-4 0112-4 v111-4 c4-25 

v111-25 v112-26 n113-25 ~111-25)* 

( X >  = ( (X1l l )  ( y l l l )  (Xll2) ( y l l 2 )  (X113) (Y113) (X114) (Y114) (X4) (Y4)  (X25) ( Y z s ) ) ~ .  

that  is, 

( X )  = (0 .0  0 . 0  0 . 0  211.6365 211.7694 211.4960 211.7903 0.0347 

102.6991 108.3506 212.7039 109.0621)" 

f = (1.6 0.4 -1.3 -2.5 0.5 -0.5 -0.9 3.1 -1.3 2.6 -0.7 -1.7 2.6 ~ 2 . 9 - 1 . 0 ) ~ ,  

expressed as pm. The weight matrix w = I and accordingly, the Q-I matrix is shown 
in Figure 3. 

The estimates of the unknowns from Equations 6 and 4 are 

F = ( X )  + A X *  = (0.0000 0.0000 0.0000 211.6365 211.7694 211.4960 211.7903 

0.0347 102.6991 108.3506 212.7039 109.0621)'. 

As X =  (X), i t  follows immediately that  the vector of corrections for the measured 
distances v = f. The standard deviation of the distance measurement of unit weight is 
then 

oo = [vtwu/(m - m)]i = 2.88 pm. 

If i t  is now supposed that  the distance between points 112 and 25 is doubtful and 
that  we wish to  obtain a new estimate of the unknowns from the other fourteen 

FIG. 3. The Q-' matrix for the example. 
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P'IG. 4. Evaluation of K for the example. 

distances we rearrange A so that  A2 from Equation 7 may be written as 

The terms f z  = (2.6) in pm and ~2 = (v,I~-26). We have here that  wz = WZ-' = I.  
The correction procedure now revolves round the evaluation of K as 

evaluated as shown in Figure 4 or 

K = (1  - 0.563)-I = 2.229. 

The new estimates of the unknowns may now be calculated as 

X'* = X* + A x *  + 9-'AztKvz 

as shown in Figure 5, and the coordinates of the points are shown Table 2. 

0.0347 

09. 0621, 

. 5. The new estimates of the unknowns. 

TABLE 2. POINT COORDINATES FOR XI*. 

Point I X m m  Y 
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FIG. 6.  Evaluation of Equation 11. 

Applying Equation 11 we find the correction term and Q1-I as indicated in Figure 
6. 

The vector of corrections to the n-k  observations used in the solution for XI* is 
given by 

~1 = fl + A1.AXf*.  

Tha t  is, 

expressed in pna. The correction to  the discarded measurement with respect to the 
revised adjustment is given by Equation 20 as v' = 5.8 pm. 

Finally, the standard deviation of the distance measurement of unit weight de- 
rived from the revised adjustment is calculated from 

In the example, i t  will be noted that  dxl, dyl, and dxz have been set equal to zero. 
This is possible without altering the generality of the solution. 

A complete readjustment of the 14 observations of A1 will lead to exactly the same 
results for Qlp1, XI*, vl and go' as have been obtained from the application of the 
correction terms mentioned earlier in this paper. 
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