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Computer Analysis of Imagery 
Combinations of day and night thermal imagery can be useful in 
land-use identification. 

INTRODUCTION 
s THE VOLUME of data collected from re- 

A m o t e l y  sensed images using photo inter- 
pretation techniques increases, an updating 
of the interpretation techniques is essential. 
For the past 25  or 30 years the techniques 
have largely been manual in character. To- 
day, a great need exists to automate this 
process in order to keep up with masses of 
acquired data inputs. This is particularly 
true as data are derived from the ERTS-A sys- 

( 1961 ) demonstrated that alphabetic letters 
and simple geometric figures could be per- 
ceived and recognized automatically on im- 
ages. Rosenfeld (1962) experimented with 
visual textures of terrain image samples which 
could be distinguished by automated meas- 
urements, and then he later made an ap- 
proach to automate photo interrpetation by 
extracting the textural nature, shapes and 
sizes of objects' images. Hawkins and Munsey 
(1963) comhined an optical technique of 
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tern which is now producing images (data) 
at  a rate far surpassing any other process; 
(consider 40,000 to 50,000 9 x 9-inch images 
per week for one year). To date no complete 
system has been devised to process the 
rapidly-accumulated data into intelligible in- 
formation. Even in the past 10 or 12 years 
scientists ant1 engineers have feverishly at- 
tempted to automate the derivation of quan- 
titative intelligence from large amounts of 
image data. Let us take a look at  n sampling 
of some of the attempts. 

Fischer and Ray (1960) showed that tech- 
11iqr1e tlevelopment was under way to quan- 
tify the photo image using densitometer 
measurements of photographic gray tones. 
Simple perception experiments by Murray 
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examining the photo film in a multistage, non- 
linear decision process to perform routine 
photo reading tasks. 

In 1965, Doverspike, et al., applied the 
microdensitometer to the examination of 
color film in determining lmld-use classifica- 
tion, without much success, but pointed out 
that the blue portion of the spectrum offered 
more potential than red or green. In 1969 Rib 
and Miles stated that densitometer measure- 
ments of tone and texture of multichannel 
images and ther spectral response signatures 
for some targets offered a potential means of 
delineating terrain features. 

Centner and Hietaner ( 1971 ) discussed 
the overall potential of automatic pattern 
recognition, and adopted a pattern recogni- 
tion technique by training a decision logic 
network to classify objects viewed on the 
imagery. The network accumulated statistical 
information from known image classes, and 
then classified additional data samples ac- 
curately. 



The Centner/Hietaner pattern-recognition 
process seems to have potential in the auto- 
mation of photo interpretation. One irnpor- 
tant step of this method is adapting the com- 
vuter to do the routine analvsis of the data 
classification. An oversimpliked list of the 
steps involved in this process would include: 
(1)  image production, ( 2 )  image density 
(tone) extraction. and (3  identification of the 
dbject' represented by' the densities. The ob- 
ject of this paper is to consider Step Three. 

As seen earlier. scientists and ~ h o t o  inter- 
preters have attempted to automate portions 
of, or all of, the above steps, yet have not 
been completely successful. Much more work 
is yet to be done. Our investigation shows 
how computer assistance reduced the inter- 
preter's routine tasks, and how day and night 
thermal-infrared (TIR) imagerv mav be of > ,  - .  
some use in land-use identification. Using the 
density data and computer to analyze the 
density data, some element of success has 
been achieved in land-use classification over 
a limited area. The effort reported herein 
shows how density (tone) data from day and 
night thermal-infrired imagery are processed 
by computer into landuse identities or classes. 

PROCEDURE 
The procedure involves two steps: (1) 

extracting densities representing three general 
land uses from both day and night TIR im- 
agery; and (2) programming the computer to 
organize and analyze the density data to 

an output in the form of the land-use 
classes revresented bv the densities. 

The da;/night TIR densities had a relation- 
ship which enabled the computer to dis- 
criminate the targets' land uses-based on sets 
of tone (density) data. In this instance, tones 
which represented each of the land uses were 
manually read and recorded. 

A paper gray-tone step wedge of 10 gray 
tones (Figure 1) was used as a densitv 

~ - 
standard, and a Lumber ranging from zerb 
to one corresponding to the step wedge tone 
that matched a given image was recorded for 
each target from both the day and night TIR 

images. The tones were then organized into 
two-dimensional density vectors for the tar- 
gets observed. Each target was represented 
by a set of vectors constructed from the day- 
time imagery and the night-time imagery. 
These tone data were extracted from thermal 
imagery flown in June 1967 by Bendix Aero- 
space Corporation. The imagery covered an 
area near Huron, a few miles north of Ann 
Arbor, Michigan. Ten target types were 
grouped into three broad land-use categories. 
These listings are shown in Table 1. 

FIG. 1. Paper gray-tine step wedge. 

COMPUTER PROGRAM ASPECTS 

A computer was programmed to set up a 
model based on the two-dimensional gray- 
tone vectors and then subsequently used to 
identify objects based on this model. These 
values were also used as input data for the 
computer identification to evaluate the arn- 
biguities in the analysis. 

The model parameters were increased by 
the computer by a statistical process that as- 
sumed that the observed data were normally 



COMPUTER ANALYSIS OF IMAGERY 

TABLE 1. TARGET TYPES 

Constfrtction 
Water Vegetation Materials 

1 ) Rivers 3 ) Field Crops 6 ) Asphalt Surfaces 
2 )  Lakes 4 ) Grass 7 ) Gravel Surfaces 

5 ) Trees 8 ) Railroad Tracks 
9)  Metal Bridges 

10) Metal Roofs 

distributed. In this application we assumed 
that 95 percent of the time 95 percent of the 
observations were within the population of 
densities on the imagery, and we constructed 
a tolerance interval based on these assump- 
tions. The limits from these tolerance intervals 
were then used to establish the upper and 
lower limits for the densities for each target. 

In this investigation the land uses of all 
of the targets were known. For the analysis 
a portion of the targets were considered to be 
unknown and then identified. Image densities 
of the known land uses were used to establish 
a model which would be used to represent 
the other land uses throughout the study area. 
The unknown target densities were then com- 
pared with this model and identified accord- 
ingly. The densities used in the model for 
the unknown target points were all taken 
from the same imagery as was used for the 
modeI, and unknown target densities were 
taken from image points close to the model 
points to insure that the vegetation and at- 
mospheric conditions would be the same for 
both. The objects for the model and un- 
known target points were taken from the 
same images so that the physical parameters 
of the scene, scale and chemical processing 
were all the same. 

If the inputs to the model actually repre- 
sented the larger family of image densities 
that was used to describe the various land- 
uses, the model was a fairly accurate land- 
use discriminator. If the inputs to the model 
were ambiguous, the model had very general, 
broad parameters, and the results were also 
ambiguous. 

THE FORTRAN PROGRAM 

The computer program (Fortran) con- 
structed a model based on image densities 
from the various landuses. The densities of 
the images of an unknown target were then 
compared with this model, and if the target 
and the model were compatible, the target 
was identified. 

The program was divided in two main sec- 
tions. The first section constructed the evalua- 
tion model, and the second section compared 
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FIG. 2. Flow chart for model formation. 
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FIG. 3. Flow chart for target evaluation. 

the densities of the targets with the evalua- 
tion model by using Boolean logic to perform 
the land-use identifications. 

The evaluation model was a numerical ap- 
proximation for a set of land uses. This model 
contained the projected high and low values 
for the image densities of known land uses 
for a given set of imagery. (This model may 
not be useful if applied to any other set of 
imagery. ) 

The flow chart in Figure 2 traces the gen- 
eral steps in the model formation. The densi- 
ties are read in, the standard deviation is 
computed for each sensor's densities, and 
tolerance intervals are established with these 
standard deviations (one interval for each 
sensor input). The tolerance intervals are 
then used in the logic statement. 

Figure 3 illustrates the steps taken in the 
target evaluation portion of the program. 

A Fortran IF statement implemented the 
Boolean logic used for the land-use identifica- 
tions. 

An IF statement is defined as a logical ex- 
pression which, when evaluated, gives the 
answer true or false. If the expression is true, 
it is executed. 

Example: IF (A.LE.B)C = 1.0 indicates that 
if the value of A is less than or equal to the 
value of B, then C is set equal to 1.0. If A is 
not less than or equal to B, then C is not set 
equal to 1.0 and the next sequence is executed 

Figure 4 is a flow chart which further illus- 
trates how an I F  statement functions. A series 
of True/FaLse questions are posed by the 
computer. If the answer is True, the pro- 
gram continues along the True-valued branch 
of the flow chart. If the answer is False, the 
program follows the False-valued branch and 
continues to the next statement. 

The upper and lower values of the densi- 
ties for each specific land-use category for 
each type of imagery were stored in a matrix, 
and the target densities were evaluated 
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FIG. 4. Flow chart for IF-statement. 
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against these limits. If the  target density for 
the first sensor's imagery was within the 
limits of the densities for that category on 
that senyor, the IF statement was true; there- 
fore the program executed the next branch of 
the I F  statement. If the sample density for 
the second sensor's imagery was within the  
density linltis for this sensor, that portion of 
the I F  ~ ta tement  was also true, and the 
process continued until all branches of the 
I F  statement had been evaluated and found 
to be  true, or until the target density and the 
model density limits were not compatible; 
in the latter instance, the program exited the 
I F  statement. 

If the sample data were within the limits 
of the model for all the sensors used in the  
I F  statement, the sample was identified as 
that land-use category. The  evaluation was 
then repeated with the same target data for 
the next land-use category; this continued 
until the target data were all evaluated 
against all of the possible land uses, each be- 
ing identified or rejected. 

I t  was seen that multiple or ambiguous 
identifications were possible. To  reduce the 
ambiguity, the differences between the day 
and night TIR densities were used to estab- 
lish a senarate tolerance interval. and the  
ambiguous identifications were re-evaluated 
based on the differences between their day 
and night TIR densities. 

The  models set u p  for the day and night 
imagery tones for this investigation were suc- 
cessful in differentiating water from its back- 
ground, and in differentiating asphalt from its 
background. Grass was differentiated 75 per- 
cent of the time from the other objects, but  
confused with others 25 percent. The  so- 
called gress fields were probably not com- 
pletely covered with grass; that is, open soil 
patches occurred in the same area where the 
grass was observed. 

Metal roofs were confused with other items 
90 percent of the time, hut  on the night im- 
agery the black tone of metal roofs is blacker 
than auvthing else, so this result can b e  at- 

TABLE 2. S U L I ~ ~ A ~ Y  OF RESULTS 
-. - - -- --- - 
P -- -- - -P 

Otlt of Three Possible Choice.~: 
Unique Identification 42% 

(Lanrl~ise Correctly Iclentifiecl) 
Choice of Two Identifications 56.5% 

(One Lanch~sr Listed was Correct) 
Unable to Identify Landnse 0.3% 
\17rong Answer 1.2% 

tributed to  the difficulty of tone-matching 
with the gray-tone wedge used. Table 2 con- 
tains a summary of these statistics. 

With the large volume of data to be col- 
lected by  means of various types of imagery, 
the automatic detection and identification of 
objects or terrain features is an attractive 
possibility. I t  would relieve some of the rou- 
tine work now executed by  photo interpreters. 
The  computer identification could include 
other more sophisticated forms of input data; 
for example, shape and size, or more com- 
plex forms of logic. I t  is concluded from the 
results of this investigation that the computer 
identification of a range of objects, using day 
and night tones from infrared imagery, has 
reasonable possibilities. 

Combinations of day and night thermal 
imagery can be useful in land-use identifi- 
cations. 
Of the six pattern elements used in photo 
interpretation, we find that tone alone can 
be used to classify land uses. 
Computerizing the identification procedure 
reduces drudgery of the photo interpreter's 
work and liberates him to concentrate on 
more complex targets or tasks. 
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