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The Design of Advanced Digital 
lmage Processing Systems 
There is an increase in the use of digital computers to 
process images. Much more complex image transformations 
can be performed with this method than with analog 
methods. 

D U R I N ~ , T H E  PAST few years digital computers 
have increasingly been used to manipu- 

late images. 132.334-5 The present article re- 
views the nature of these rapidly evolving 
digital systems. Image processing applica- 
tions have special requirements which they 
impose on the designer of such systems and 
these are also ~ o n s i d e r e d . ~  This article is in- 
troductory in nature and the information con- 

by the user. The equipment fulfilling each of 
these three requirements is in a somewhat 
different state of technological evolution. 
Furthermore, one needs to differentiate be- 
tween on-line and off-line operation when 
evaluating various system configurations. 

If we step back in time and examine image 
processing from an historical point of view, 
we see that we are dealing with an old and 
highly developed technology which is in- 

ABSTRACT Digital computers are being used to an increasing degree to 
process images. The principal stimulus for this application of com- 
puters is their ability to perform much more complex image trans- 
formations than have been possible in the past when using analog 
methods. Digital inputloutput equipment is being improved to 
achieve higher speeds and to provide increased spatial and gray-scale 
quantization consistent with photogrammetric requirements. 
Special-purpose microprogrammable image processors are being de- 
veloped which are more than two orders of magnitude faster than 
today's general-purpose computers. The ability to produce cost effec- 
tive solutions has only been partially demonstrated, but significant 
progress is being made today for applications involving large vol- 
umes of imagery. Because digital computers are capable of automati- 
cally extracting new kinds of information and of ~erforming imagery 
transformations never before possible, prior economic considera- 
tions based on analog methods are in many cases no longer valid. 

tained herein is addressed to the user rather termixed with a good deal of analog art. 
than the designer of digital image processing Photography is almost 150 years old and dur- 
systems. ing this period the design of optical systems 

As shown in Figure 1 there are basically and the development of photo-chemical proc- 
three design forcing functions. The first of essing techniques for the recording of imag- 
these is the rate at which digitized imagery ery information has progressed continuously. 
data must flow through the system. This is Exacting requirements from the fields of as- 
determined by the nature of the digital en- tronomy and cartography have led the way in 
coding of the scene. The second is the com- stimulating the development of advanced 
plexity of the image transformation itself and analog systems. Techniques have been con- 
the third is the nature of the output required tinuously refined to measure the geometrical 
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techniques are already superior to analog 
methods. This proves to be the case, in pal-t, 
because the digital methods are superior in 
their ability to perform complex transforma- 
tions. Analog image processing methods, 
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1 APPLICATION I PRIMARY USER I 

m k n o T o G R A p n s  
I uNIVERSITlES/MEOEAL PROFESSION 

I PHYSICS uNIVERSITIES/ATOMIC ENERGY . BUBBLE CHAMBERS COMMISSION - DIFFRACTION PATTERNS I I INDUSTRIAL RESEARCH I E T $ p E A l 1 2 N s  

I . CHANGE IN HIGH SPEED I 
PHOTOGRAPHY I . EVALUATION OF INTEGRATED 
CIRCUIT FABRICATION I 

I LAW ENFORCEMENT I FEDERAL AND LOCAL GOVERNMENTS . FINGERPRINTS . FACIAL IDENTIFICATION I 
I PUBLISHING 

NEWSPAPERS . MAGAZINES . ADVERTISING 

TABLE 2C. DIGITAL IMAGE ANALYSIS: 
NON-PICTORIAL SOURCE DATA 

FEDERAL GOVERN- . CONSUMER BUYING MENT/INDUSTRY 

INPUT/OUTPUT ANALYSIS 

MATHEMATICS UNIVERSITIES/INDUS- 
MATRIX ALGEBRA TRY/GOVERNMENT 

COMMUNICATIONS 
STATISTICAL PATTERNS OF 
COMMUNICATIONS ACTIVITY 

AGRICULTURE DEPARTMENT OF 
AGRICULTURE 

PRINTING INDUSTRY 

APPLICATION 

BIOMEDICAL 
MICROTOME SECTIONS 
CANCER CELL GROWTH 
BLOOD CELL STUDIES 
CELL STRUCTURE 

PHYSICS 
CRYSTALLINE STRUCTURE 
AND GROWTH . PARTICLE STATISTICS 

BIOCHEMISTRY 
ORGANIC GROWTH 

process pairs of images can also be employed 
for multiple image problems. Ifthis is not the 
case and ifmany images must be collcurrently 
processed, the difficulty of the problem is 
considerably increased. 

Digital image transfornlations vary widely 
in complexity and unless one selects a 
specific problem it is often very difficult to 
say which one of a number of alternative 
special-purpose computers is the best suited 

PRIMARY USER 

UNIVERSITIES/ 
BIOMEDICAL 

UNIV€RSITIES/INDUSl 

UNIVERSITIES/INOUSl 

ENGINEERING, 1974 

TABLE 3. IMAGE PROCESSING FUNCTIONS 

PROCESSING RECONSTRUCTION 

- 
SINGLE IMAGES 

. GEOMETRICAL 
RESTITUTION 
CONTRAST 

. FEATURE EXTRACTION . GRAY SCALE . PHOTO- - GENERATION OF 
FILTERING EOUALIZATION MOSAICS . SHADOW 
ENHANCEMENT DISTRIBUTIONS . GLINT . IMAGE . MULTITEMPORAL 
SUPPRESSION REPEATABILITY CLASSIFICATION 

to a given class of problem. Furthermore, 
with a slight alteration of only one or two of 
the major subroutines it is often possible to 
increase the processing throughout signifi- 
cantly. Nevertheless, there is aneed tocharac- 
terize the complexity of a given digital image 
processing transformation. 

This is commonly done in the following 
way. First a list of the types of operations is 
made. This includes all arithmetic operations 
such as additions (including subtractions), 
multiplications, divisions, square roots and 
transcendental functions-such as exponen- 
tial, logarithmic and trigonometric transfor- 
mations. It also includes various logical oper- 
ations, such as conditional testing, transfer 
jumps and masking, which are commonly 
used in pattern recognition algorithms. The 
next step is to determine the number of times 
each of these operations must be performed 
to complete the processing ofa given frame of 
imagery. Next, with reference to a particular 
special-purpose computer, the speed of each 
operation is reduced to the number of equiv- 
alent additions. Having reduced everything 
to a common denominator the total number of 
equivalent additions is computed. The  
number is finally normalized by dividing it 
by the riumber of picture cells (pixels) in the 
entire frame. After completing this step one 
now has the equivalent number of additive 
operations per pixel. This is a measure of the 
complexity on a given machine of the digital 
image transformation. 

Because this exact number is dependent on 
the algorithm selected by the programmer 
and on the architecture of the particular digi- 
tal conlputer which is employed it is not a 
number with absolute significance. In spite 
of this it is useful as a method of characteriz- 
ing the complexity of an image processing 
transformation. Figure 2 shows the result of 
applying this technique to several specific 
problems. A typical frame of imagery might 
contain lo6 picture cells. Thus an image reg- 
istration problem or a simplified pattern 

DOUBLE IMAGES 

. CHANGE DETECTION 

- TOPOGRAPHIC 

MULTIPLE IMAGES 

. DYNAMIC PROCESS 
MODELING 
FALSE COLOR IMAGES 
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FIG. 2. Complexity of image processing 

recognition problem might involve lo8 equiv- 
alent additive operations for the  entire 
frame.14-l7 

Typically the rate at which imagery must 
be processed varies from 105 to 108 bits per 
second. Data from satellite communication 
systems provide roughly lo8 bits per second. 
Off-line precision processing is considerably 
slower. In the case of aerial photographic im- 
agery its exceptionally high resolution yields 
as many as lo9 picture cells per frame and this 
in turn forces one to design for a very high 
digital throughput. For example, a digital 
image processing system which is capable of 
processing lo6 picture cells/second may re- 
quire more than 15 minutes to process a 
single frame of aerial photography. For many 
applications this is still too slow by a factor of 
ten. Lower rates can be allowed for the proc- 
essing of X-ray imagery and values of lo5 to 
106 bitstsecond are acceptable. However, the 
complexity of the transformations employed 
in the digital image processing of medical im- 
agery is often sufficiently great that the 
throughput problem is not significantly re- 
duced. 

To illustrate the effect of these rates on 
total frames processed per year Figure 3 is 
shown. For example, if a system can process 
one frame per minute and is operated an av- 
erage of 20 hours per day for 250 days per 
year, then a total of 300,000 frames can be 
processed in a year. For some applications 
this is far short of the requirement. A case in 
point is provided by the example of chest 
X-ray images where approximately 180 mil- 
lion images are collected per year in the U- 
nited States alone. If only 10% of these justify 
digital processing, a throughput of about 18 
million images per year results. This means 
that sixty systems of the type referenced 
above would be needed. In certain military 
and industrial applications even more frames 
are produced per year so this example is not 
extremal. 

As previously noted the images under con- 
sideration vary widely in the number of bits 
needed to capture the information which 
they contain. Ifone simply samples an image 
over a uniform grid and encodes the image in 
a straightforward manner the digital size of 
the image varies approximately as shown in 
Figure 4. The gray-scale word length varies 
from 4 to 10 bits. Taking the extreme values, 
the size of these images varies from a low of 
about 2 x lo5 picture cells (pixels) to a high 
of 2 x 109 pixels. An optimal system for the 
low end of the scale, particularly in terms of 
the digital memory requirement, will be  
quite different from the system used at the 
high end ofthis scale. The large digital size of 
aerial photographs frequently forces one to 
subdivide the image and process each sub- 
section separately in order to keep the mem- 
ory cost down. 

1 o4 1 o5 1 oh 10' 

FRAMES PROCESSED/YEAR 

FIG 3. Required processing speed at various 
annual throughputs (250 dayslyear). 

lo4 lo5 10' lo' 10' 10' 10" 

SPATIAL QUANTIZATION (PIXELS) 

FIG 4. Information content per frame for major 
classes of imagery. Key: X-R = radiography, MSS 
= multispectral scanner; SLR = side-looking 
radar; AP = aerial photography. 
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merits preservation. Ifhe is not satisfied with 
the image which appears on the CRT he si~nply 
introduces a new algorithm or new parame- 
ters and reruns the original image through the 
system. 

By ping-ponging the image back and forth 
he can rapidly develop new image process- 
ing procedures. It is expected that systems 
of this type will permit the development of 
new techniques which are more than a factor 
of ten faster than is generally possible with 
today's general-purpose computers. This, in 
turn, will allow us to solve problems in a few 
months which now require several years. 

When each frame of imagery can be sub- 
jected to the sarne digital processing trans- 
formation, a production system can be consid- 
ered. Of course it is also a necessary condi- 
tion that the volume of imagery be suffi- 
ciently large to justify the construction of 
such a system. It is difficult to establish the 
exact limits at which production type systems 
can be considered but, as shown in Figure 6, 
a daily throughput of at least lo3 frames will 
probably be needed. A production mode is 
also sometimes justified when it is necessary 
to process data on-line as it comes in from a 
conlmunications system. 

Previously an example was given which 
involved lo8 additive operations per frame 
processed. Aerial photographs commonly in- 
volve an even greater number  of 
operations-101° to 1011 per frame. With this 
large number of operations the question 
arises as to the suitability of general-purpose 
machines for image processing problems. 
Figure 8 provides an estimate of throughputs 
for several classes of computers. The two 
shown at the right are general-purpose 
machines. At the left the two systems refer to 
arrays of special-purpose microprogramma- 
ble machines which were designed specifi- 
cally for image processing. The data path or- 
ganization for one of these machines is de- 
scribed later. The X-ray system consists of 

four such machines arranged in a pipeline 
(serial) fashion; the RADC system consists of 
four parallel channels, each of which con- 
tains an identical parallellpipeline configura- 
tion. It is to be noted that these special- 
purpose arrays of micro-programmable proc- 
essors have a throughput capability which is 
in excess of 100 times the capability of the 
general-purpose systems. In the future one 
can expect this advantage to increase to a 
value of about 1000 times for processors of 
comparable cost. 

Typically in image processing in terms of 
throughput, a pipeline array is needed more 
than is a parallel array. Whes pipelining an 
algorithm, which was probably originally de- 
veloped on a general-purpose computer, it is 
partitioned serially and the compute load is 
divided more or less equally between proc- 
essors. If the data rate is very high and if the 
complexity of the image processing transfor- 
mation is alsa very high, situations can arise 
in which the problem cannot be handled with 
a single pipeline. Table 5 illustrates two 
cases, each of which involves lo8 operations 
per second. This example shows that if the 
data rate is very high (say lo8 pixels/second, 
as might be the case for imagery coming in off 
a wide band communications channel) and if 
the con~plexity of the transformation is very 
low (one operationlpixel in this case), then a 
parallel processor array might be appro- 
priate. On the other hand, with only 106 
pixels/second coming into the system and lo2 
operationslpixel a pipeline array would be 
appropriate. If an image processing system is 
to be sufficiently versatile, it must be  con- 
structed in a modular fashion which permits 
easy shifting from one pipelinelparallel ar- 
rangement to another. 

To develop a better appreciation of the 
kinds of equipment needed for digital image 
processing it is instructive to compare this 
processing problem with that which is typi- 
cally encountered in general-purpose com- 

GENERAL PURPOSE SPECIAL PURPOSE TABLE 5. MULTI-PROCESSOR EXAMPLE 
MACHINES MACHINES 

1 10  100 1000 PIPE LINE 

FIG. 8. Comparative computer speed on typical 
image processing problem consisting of image 
correlation, map warp and photo correction. 
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puting. The most obvious difference lies in 
the nature of the data itself. General-purpose 
computing facilities have been designed to 
provide whatever degree of accuracy the user 
desires in manipulating numbers. In the case 
of scientific data ~rocey$sing, i n ~ u t  numbers I -. A 

requiring word lengths which are approxi- 
mately 36 bits in length are commonly used. 
Typically these numbers are called "floating 
point" and have two parts: a mantissa and an 
exponent. In contrast, for digital image proc- 
essing we are dealing with a large matrix of 
numbers which have been extracted from an 
analog image by a scanner so they start in 
analog form. After encoding, the word length 
is relatively short rather than the long words 
used as inputs to general-purpose machines. 
Typically eight-bit words are used and this 
permits one to encode up to 256 gray levels. 

Since the image analyst is normally in- 
terested in "features" he is less interested in 
each discrete gray-scale number and much 
more interested in the values of contiguous 
arrays of numbers. Characteristically there is 
a high degree of overdetermination in the 
image information. Because of this, error 
rates which are as large as one in lo6 can be 
tolerated whereas for general-purpose com- 
puting error rates must be held to less than 
one in 1011. Finally, after all ofthe processing 
is completed the user is interested in creating 
a modified image and he must again transfer 
from the digital world to the analog world. 
Admittedly, he will also want to gather statis- 
tical compilations which characterize the 
image, but these are straightforward in terms 
of digital computing equipment. 

The equipment needed for a digital image 
analysis center is shown in Figure 9. In terms 
of inputloutput devices the key contempor- 
ary issues center around the problem of 
achieving high speeds which are commensu- 
rate with that of the central processor. The 
major problems revolve around 

the degree of spatial quantization, 
* the geometric accuracy of the spatial sampling 

and plotting, and 
the fidelity of the gray-scale quantization and 
plotting as related to detector and emitter 
noise. 

Since the images are often large, digitally 
speaking, the cost of image storage devices 
can also be large. These devices commonly 
include tape units, disks and core storage. 
The manner ofusage of these devices during 
the time the image is being transformed is of 
principal concern to the system designer in 
building a cost effective system. 

There are a number of analog-to-digital 
image converting devices available on the 
market today. These machines run the gamut 

. CRT DISPLAY 

s TAPE TRANSPORT 

PROGRAMMING DEVICES 

. CARD READER 

KEY PUNCH 

DISK STORAGE 

FIG. 9. Types of equipment needed for a digital 
image analysis center. 

from video cameras and CRT, to microden- 
sitometers. Each of the devices has its advan- 
tages and disadvantages and merit utilization 
where qualified. 

Video cameras are comn~only employed 
when scanning devices of low resolution can 
be used. These devices have a high encoding 
rate and allow sample densities of from 5002 
pixels to 20002 pixels with approximately 5 
bits or 32 levelq of gray-scale r e ~ o l u t i o n . ~ ~  
Some ofthese devices like the image disector 
or CRT scanner are capable of higher gray- 
scale resolution at the cost of longer integra- 
tion times for each pixel and thus pay the 
penalty of reduced scanning rates.21 

The other extreme in scanning resolution 
is the realm of the microdensitometers. 
These devices have resolution and position- 
ing accuracies which get down to 1 pm. Again 
because of the integration time for each pixel 
these devices have an upper limit on scan- 
ning rate but can provide density values to an 
accuracy of between 8 and 10 bits (256 to 
1024 density levels). The time to scan a 
9" x 9" transparency with 25 pm spot diame- 
ter and sample interval can run approxi- 
mately 15 hours for a very fast microden- 
sitometer. Scanning 9" X 9" frames at even 
higher resolution with these  types of 
machines becomes infeasible not because of 
the machine's limit but because of environ- 
mental changes to the image over the time 
period of the scanning. 

Another class of scanning devices which 
has great potential for both speed and accu- 
racy is the laser raster scanning device. These 
units have resolution capability down to 
about 6 km and scan position accuracies 
down to 1 or 2 pm. Because ofthe laser power 
they are not restricted by the integration time 
for each pixel density measurement, how- 
ever, the light source does have noise restric- 
tion and coherent interference problems 
which limit gray-scale resolution to between 
6 and 8 bits (64 tg 256 gray levels). The scan- 
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our charge for digital processing to one dollar 
per frame, assume there is an annual demand 
for 100 million digitally processed frames per 
year. For intermediate costs per frame, as- 
sume that the price elasticity varies logarith- 
mically as shown in Figure 11. The point of 
this example is now derived by computing 
the market size in dollarslyear. At the highest 
price cited the market is only $100,000 per 
year whereas at the lowest price cited it has 
increased to $100 million per year. We be- 
lieve that if digital image processing is to be 
widely used, the price per frame must be kept 
as low as possible-perhaps within a factor of 
ten or so of the cost of analog processing. 
There are many cases in which the informa- 
tion extraction advantage of digital process- 
ing is much greater than ten times that 
which can be achieved with analog methods 
and to the extent that this information 
extractionlcost ratio is superior the digital 
market will expand. 

A summary of the costs for a recently con- 
figured image processing system is shown in 
Table 8. This system consisted of a small 
general-purpose computer plus several 
modular microprogrammable processors. It 
is perhaps surprising that the cost ofthe com- 
puters is only 16% of the total system price. 
The cost of the associated software is almost 
twice this value. Because image processing 
systems involve a large amount of specialized 
peripheral equipment, both at the input and 
the output of the system, this item is very 
large, being 42%. In this regard one method 
ofreducing the system cost is to tie the image 

FIG. 11. Example illustrating 
dependence ofmarket size on unit 
processing cost. 

processing system into an existingcomputing 
facility thereby eliminating duplication of 
some equipment such as disks, tape drives 
and extended core memories. The last item 
shown in Table 8, System Integration, in- 
cludes final system checkout, delivery and 
installation at the customer's site and the 
training of customer personnel. 

There are many types of digital image 
transformations and it is difficult to know 
how to select appropriate examples for the 
present article. Since our laboratory has con- 
centrated on the problem of change detec- 
tion, several illustrations ofthis type of image 
processing are given. In the case of these 
systems, images of the same scene taken at 
different times are correlated. One ofthe two 
images forms the reference and the other is 
digitally stretched to place the two in regis- 
tration. If we are to achieve a low noise sub- 
traction image later, the map warp must be 
performed to a very high degree of 
a c c u r a ~ y . 2 ~ , ~ ~  Next, the images are digitally 
photo-equalized by providing each with the 
same mean density and contrast. If the gray- 
scale values differ non-linearly, more than 
two parameters must be included in the 
photo-equalization function. The photo- 
equalization function is not perturbed by 
changes in the scene or by shadow changes 
since only those pixels lying close to the 
photo-equalization regression line are used 
in this process. A biased tonal subtraction 
image is next created in which the condition 
of no change is shown as an intermediate 
shade of gray. Features which have increased 
in brightness are shown as brighter than the 
mid-gray level while those which have de- 
creased in brightness are shown as a darker 
tone. Various enhancement techniques are 
then used to accentuate the changes. 

TARLE 8. TYPICAL PRICING BREAKDOWN FOR 
IMAGE PROCESSING SYSTEM. BASIS: New system 
configuration. Hardware previously developed. 
System software already developed; applica- 
tional software available in Fortran but not de- 
veloped for special-purpose system. 

DIGITAL COMPUTERS 16% 

PERIPHERAL EQUIPMENT 42% 

SOFTWARE 30% 

SYSTEM INTEGRATION 12% 

TOTAL 100% 
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A scene from the Baytown, Texas area is 
shown in Figure 12. These images are por- 
tions of aerial photographs forming a 
stereopair and were taken at a time interval of 
about 100 seconds. The prominent feature 
which has moved is the tugboat and barge. 
Other features appear as faint ghost images 
because they were viewed from a signifi- 
cantly different aspect angle. It has been 
found that a photo analyst can detect changes 
between one and two orders of magnitude 
faster when using a tonal subtraction image of 
the type shown-depending on the number 
of changes, the characteristics of the scene 
being analyzed and on the resolution of the 
sensor. 

High resolution aerial photos of the same 
scene are often very difficult to analyze when 
they are taken at differing altitudes, nadir 
points, conditions of solar illumination and 
seasons. Under these conditions tonal differ- 
ence images of the type illustrated in Figure 
12 may contain a bewildering array of com- 
plex changes which are difficult to interpret. 
To circumvent this problem one can add the 
gradient of one image to another. This is 
somewhat like adding a hand-drawn map 
containing only lines and an ordinary photo- 
graph. The line-type gradient image29730 can 
be used to outline various features on the 
original image and the tonal information can 
be used for contextual analysis. This type of 
cueing technique is illustrated by the exam- 
ple shown on the cover of this issue of 
Photogrammetric Engineering. 

Images often differ significantly in the 
exact placement of features. These distor- 
tions have their source in such factors as vary- 
ing sensor geometrical distortion or in the 
effect of terrain undulations when viewed 
from varying aspect angles. To illustrate this 
map warp problem Figure 13 is included. 
The first image was taken with an aerial cam- 
era. The second image was collected with a 
multispectral scanner mounted on an aircraft 
flying at a few thousand feet altitude. The 
third image was taken with a camera from the 
Apollo 9 spacecraft. The grid shows the form 
of a bivariate cubic polynomial which was 
used to place these latter two images in 
registration. 

Chest radiographs present a difficult and 
challenging problem in change detection. By 
subtracting one image from an earlier image a 
tonal difference image can be created which 
shows the features which have changed. 
Using this technique the physician is free to 
concentrate on the problem of interpretation 
rather than that of detection. All of the prob- 
lems of chest radiograph change detection 

have not yet been aderpately solved, but sig- 
nificant progress is being made as a result of 
image research investigations now under 
way which are addressing the difficult prob- 
lems of correlation, map warp and photo- 
equalization. To illustrate this technique 
consider Figure 14. X-ray Image B was taken 
16 months after Image A and contains a 
malignant lesion (which is 2%cm in diame- 
ter) in the lower left-hand corner of the lung 
field. When these two images are superim- 
posed and one subtracted from the other the 
lesion has the appearance shown in the last 
image of this series. In the case of this latter 
image only four gray levels are used even 
though the original images were encoded to 
sixty-four levels. 

Advanced digital computers for image proc- 
essing are now being characterized by such 
words as modular, microprogrammable and 
pipelined. Arrays ranging from 4 to 40 indi- 
vidual processors are now being constructed. 
In terms of compute power and transforma- 
tion complexity a need exists for systems 
which are capable of performing additive op- 
erations in as little as 10 nanoseconds and 
which perform up to lo3 operations per pixel. 
The forcing function for high speed is the 
increasing ability of today's electronic sensor 
systems to rapidly collect imagery data along 
with the wide bandwidth of associated com- 
munications system to transmit data to the 
user. The need for a high level of processing 
complexity is the result of the magnitude of 
the problem of extracting information from 
the original images. 

The design ofcost effective image process- 
ing systems requires a careful consideration 
of digital memories. Per frame memory sizes 
ranging from 106 to 1Ol0  bits are common and 
data base management often involves lo3 to 
lo6 or even more individual frames. Usually 
the high cost of random access memories 
prevents the system designer from carrying 
any but a small fraction of one frame of imag- 
ery in the system at any one time. Thus the 
need for cost effective data base management 
forces the system designer to employ a 
hierarchy of memories in the system. Com- 
nlonly these differ by several decades in 
terms of access time, r e d w r i t e  time and cost 
per bit. 

For the analyst, digital image processing 
involves many degrees of freedom in the 
selection of computer algorithms. The time 
taken to conceive a new processing approach 
is only a matter of seconds whereas the time 
taken to evaluate the approach is often a mat- 
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FIG. 13. Raytown are ond = multispectral 
scanner image; third = Apollo 9 ima 
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techniques will be sufficiently developed for 
wide-scale application. If the manufacturers 
of digital image processing systems ade- 
quately tailor their equipment to meet the 
needs of this rapidly growing market, a new 
industry will be created which involves the 
fusion of digital computers and photogram- 
metry. 

In addition to the assistance provided by 
Control Data Corporation, material used in 
this article was drawn from several govern- 
ment sources for which we are grateful. In- 
cluded are USAF Rome Air Developinent 
Center Contracts F30602-73-C-0225 and 
0141, K. A. Butters and J. J.  Maier, respec- 
tively, program monitors. We wish also to 
thank the Mayo Clinic and the National 
Aeronautics and Space Administration for 
supplying several ofthe original images used 
in the illustrative examples. 
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