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Classification of Physiography
from ERTS Imagery*

Spatial information derived from ERTS-1 imagery of Kansas
was highly correlated with physiography

INTRODUCTION

This investigation was conducted to de­
termine if spatial frequency analysis of Earth
Resources Technology Satellite (ERTS-l)
imagery could provide an unbiased means of
recognizing the character and nature of
large-scale ground patterns in the image.
Specifically considered was the determina­
tion of spatial frequency and orientational in­
formation from large-scale ground patterns in

The Osage Plains in the eastern part of the
state are made up of a series of eastward­
facing escarpments formed by outcrops of
Pennsylvanian limestone and shales. The
Flint Hills consist of a series of escarpments
carved in outcrops ofa series ofchert-bearing
Permian limestones that are very resistant to
erosion. Dakota sandstone outcrops (Cre­
taceous) form the Smoky Hills upland in the
North Central part of the state. Similarly, the

ABSTRACT: The potential application of optical data processing to
ERTS imagery as a means for automatic identification of large-scale
ground patterns was investigated. Spatial frequency distribution and
orientational information were derived from ERTS-1 imagery ofKan­
sas for each of80 sample areas, each 37 km in diameter. The applica­
tion ofclassification algorithms to this data reveals that a high degree
of correlation exists between the physiography of a sample area and
its frequency information. Specifically, the band of frequencies be­
tween 1.1 and 2.8 cycles/km appear to contain most of the information
needed in distinguishing different physiographic regions.

Kansas by using ERTS-l imagery as the input
to an optical data processing system. Since
the physiography and geology of Kansas are
well known, use of this method would pro­
vide an objective means of identifying and
classifying ground patterns and locating
anomalous patterns.

CATEGORIES AND SAMPLE SITE LOCATION

Eight regions in Kansas (as adapted from
Schoewe, 1949) are shown in Figure 1. Each
physiographic unit is also an area of unique
geologic character; each region is underlain
by a dominant lithology which is reflected in
a characteristic and unique topography.

* This work was supported by NASA Contract
NAS 5-21822.

Blue Hills are formed by outcrops of Upper
CretaceoLls limestones and chalks.

Beyond the Blue Hills lie the High Plains,
an accumulation of sediments derived
through erosion from the Rocky Mountains to
the west. Numerous aggradi ng streams swept
eastward during the Tertiary, carrying and
depositing sand and gravel and forming a vast
outwash plain that is the present land surface.
Even younger deposits occur in the various
prairies and lowlands associated with the Ar­
kansas River, some ofwhich are covered with
wind blown sand in the form ofstabilized and
active du nes. In the south-central part of the
state are the Red Hills or Cimarron Breaks.
These mark the border of the High Plains in
the vicinity of the Cimarron River, which,
with its tributaries, eroded into the red Per-
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Fig. 1 Physiographic regions of Kansas (adapted from Schoewe, 1949) with sample site locations.

mian siltstones and shales that underlie the
High Plains in that area. The extreme north­
east corner ofthat state, occupied by the Kan­
san glacier during the Pleistocene, was re­
sculptured to some extent and the area was
covered to varying depths by glacial deposits.
Thus the basically subtle surface structure of
Kansas must be considered when using re­
mote sensors to map the stratigraphic units or
structure of the state.

Ten sample areas were chosen in each of
these regions. The sample area center points
are plotted in Figure 1. (Although some sam­
ple areas are in or overlap neighboring states,
they remain in the same geologic category.)
Each site has an alpha-numeric designation.
F-l refers to the first sample area in the Flint
Hills; 0-6 refers to the sixth sample area in
the Osage Plains; etc. The sample area in the
High Plains region of Kansas, designated
"M" in Figure 1, was analyzed for all four
MSS (Multi-Spectral Scanner) frequency
bands (MSS 4,5,6,7) in order to determine the
relative information content of each band.
Band 5 images were found to contain the
most information pertinent to this investiga­
tion (McCauley et al. 1975). Hence, for all
other sample areas, MSS band 5 (0.6 - 0.7
microns) 70 mm positive transparencies were
used in the analysis.

The 37-kilometer diameter of the sample
area plus the size of the physiographic region
determined the spacing of the sample areas
within each category. The sample areas were

chosen from ERTS imagery recorded in the
summer and fall of 1972. Detailed analysis of
each sample area was performed and the re­
sults were presented in Ulaby (1973).

IMAGERY ANALYSIS

Basic physical optics and diffraction prob­
lems are discussed in Born and Wolf (1959),
Goodman (1968), and Parrent and Thompson
(1969). Optical systems similar to the one
used in this investigation are discussed in
Lee and Gossen (1971), and Read and Can­
nata (1974). Other investigations using opti­
cal diffraction analysis for image analysis are
Stanley, ienow and Lendaris (1969), and
Lendaris and Stanley (1969), in which dif­
fraction pattern sampling was used as a
means to attain automatic target recognition;
Davis and Preston (1972), McCullagh and
Davis (1972), Pincus and Dobrin (1966), and
Steckley (1972), in which optical diffraction
analysis was used in geologic applications;
and Read and Cannata (1974), in which one­
dimensional data records were analyzed.
Another investigation in which ERTS imag­
ery is analyzed by diffraction pattern analysis
is reported by Gramenopoulos (1973).

Each sample area on the ERTS image
comprises ground patterns of characteristic
spatial frequency and orientations (spatial
frequencies here refer to variations ofdensity
on the image as a function of distance).
Hence, if we decompose the image sample
area into its component frequencies and plot
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Fig. 2 Block diagram of optical processing and pattern recognition system.

their intensity distribution, and if we plot the
"strength" of preferred orientations in the
image versus angle, then we can describe the
sample area by a set ofnum bers characteristic
of the ground patterns.

A block diagram of the optical processing
system, including the pattern recognition
electronics, is shown in Figure 2. This figure
diagrams the various steps necessary to de­
rive sufficient quantitative information from
the ERTS sample area to categorize that area.

The optical processor system (Figure 3) has
three main elements: a laser, optics, and a
Recognition Systems, Inc., Diffraction Pat­
tern Sampling Unit (DPSU). An ERTS-1 70
mm positive transparency is used as the input
to this system. A portion of the ERTS transpa­
rency (sample area) is illuminated by the in­
cident laser beam, which is focused by the
lens so that the point source produced by the
spatial filter is imaged at a distance z + f in

front of the lens. The light distribution in this
plane is proportional to the Fourier transform
of the transmittance function that describes
the portion of the ERTS image illuminated
by the beam. The intensity distribution (spa­
tial spectrum) of the ERTS image is then
sampled by the DPSU.

The DPSU consists of a 64-element photo­
diode array (Figure 4) used to detect the light
intensity incident upon each element, and of
electronics that amplify and digitize the out­
put from each diode in the array. The diode
array is composed of 32 wedge-shaped
photodiodes and 32 annular ring photo­
diodes. The average intensity for each
photodiode is recorded, calibrated, printed,
and then plotted.

The spatial frequency in the transform
plane is related to other system parameters
by Ulaby (1973):

s = r/d'A

transform plane (detector) input plane (ERTS image)

f--------- Z • ~I+,-i I
f---- - d----~ ~do~

digital display

amplifier / 64 channel switching unit

Fig. 3. System configuration.

J....
f

1 . 1
-'r--
00 I + f



1022 PHOTOGRAMMETRIC E GINEERING & REMOTE SENSING, 1975

Fig. 4. Detector geometry.

where
s = spatial frequency at a point l' in

the transform plane,
r = distance in transform plane

measured from optical axis,
d = distance from image transpa­

rency to detector, and
t.. = wavelength oflaser radiation =

632SA.

The spatial frequency from this calculation is
converted to ground spatial frequency by
using image-to-ground scale. The resulting
curves plotted by the computer program are,
then, intensity vs. frequency and intensity vs.
angle. These are plotted in terms of ground
spatial frequency in cycles per kilometer; di­
rection is in compass degrees from north.

RESULTS OF EXPERIMENT

Spatial frequency curves obtained for each
sample area were modified in order to en­
hance their ability to display salient features.
An average spatial frequency curve was cal­
culated for the SO sample areas; the point­
by-point ratio between this curve and each
sample area frequency curve was deter­
mined, and these values were then plotted.
Relative amplitudes ofthe various frequency
components are greatly emphasized by using
this method. The next section will demon­
strate that these modified spatial frequency
curves characterize the sample areas.

To this point, each sample has been de­
scribed by a modified spatial frequency
curve and an orientational curve. The pro­
gression from the ERTS sample areas to the
modified spatial frequency and orientational
curves is illustrated next.

Specific features in a sample area can be
related to the spatial frequency and orienta-

tional information derived for it. Figure 5a
shows a portion of ERTS-l image no.
1076-16393-5. The circular section is sample
area F-7 from the Flint Hills reghn of Kansas.
Figure 5b illustrates the diffraction pattern
associated with features in the sample area
shown in Figure 5a as obtained with the opti­
cal processor. The primary feature of the dif­
fraction pattern is a bright vertical distribu­
tion, A, that is due to the scan lines associated
with the manner in which ERTS MSS images
were obtained. Vertical distributions are not
detected with the DPSU, however, since a 20
degree dead space exists in this region (see
Figure 4). The intensity distribution in Fig­
ure 5b is sampled by using the DPSU de­
scribed in the last section.

Normalized, calibrated spatial frequency
(1) and orientational (2) curves are shown in
Figure 5c. As noted, these plots are obtained
by recording the light intensity at each
photodiode in the detector array and then
incorporating these data in a computer pro­
gram. The spatial frequency curve, obtained
from the ring-shaped photodiodes, gives the
intensity of various spatial frequency com­
ponents corresponding to features in the
image sample area. The normalized intensity
(shown here on a logarithmic scale) is re­
corded against ground spatial frequency in
cycles/kilometer. The orientational curve,
obtained from the wedge-shaped photo­
diodes, indicates the orientation of features
in the sample area. The intensity, normalized
with respect to the largest value, is recorded
against the orientation clockwise in degrees
from image north.

Figure 5d shows the modified spatial fre­
quency curve obtained from the spatial fre­
quency curve in Figure 5c, with amplitudes
of the various frequency components greatly
emphasized. The curve in Figure 5d shows
that frequency component values around 0.4
and 1.0 cycles/km tend to predominate. In
addition, peaks probably caused by charac­
teristic features in the sample-curve occur in
the spatial frequency curve shown in Figure
5c ofaround 0.4 and 1.0 cycles/km, as verified
by the sample area in Figure 5a. The light­
toned band in this image represents the Kan­
sas River flood plain, an area of intensive
agriculture approximately 2.5 kilometers
wide. Hence, its corresponding characteris­
tic frequency is near 1/2.5 = 0.4 cycles/km.
The distribution around 1.0 is apparently
produced by characteristic stream pattern
frequencies. The orientational curve, (2) in
Figure 5c, also has a number of characteris­
tics related to features in the sample area.

One dominant peak at B, at approximately
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Fig. 5. Example showing progression of steps from portion of ERTS image
No. 1076-16393-5 (a); to diffraction pattern (b); to digitized computer plots
(c); to modified spatial frequency curve (d).

35 degrees, appears to result from the orienta­
tion ofthe Kansas River flood plain at approx­
imately 30 to 35 degrees clockwise from west
to the sample area. Thus, because of the na­
ture of the system, this plain produces the
distribution at B in Figure 5b which is
oriented at 90 degrees away. The peak at C in
curve 2 of Figure 5c, centered around 90 de­
grees, is due to the northward orientation of
the field patterns and the general orientation
of the major streams. Furthermore, the dis­
tribution at C in Figure 5c is also relatively
wide, indicating the variation in stream
orientations of around 90 degrees. Thus, fea­
tures in the sample area can be related to
characteristics in the diffraction pattern and
in turn related to features in the spatial fre­
quency and orientational curves.

CLASSIFICATION RESULTS

Various data processing schemes were de­
veloped to extract parameters from modified
spatial and orientational curves and thus re-

duce the amount of information contained in
them. These parameters describe the
geologic or physiographic features that pro­
duce fluctuations in the curves. To determine
how accurately these parameters charac­
terize each sample area, they are used as
input to pattern classification algorithms in
order to categorize the sample areas.

The range of frequencies was divided into
two bands: band 1 contains spatial frequen­
cies between 0.0 and 0.9 cycles/km, and band
2 contains spatial frequencies between 1.1
and 2.8 cycles/km. This division essentially
separates information due to high-frequency
fluctuations caused by stream patterns in
rough terrain, and from low-frequency in­
formation due to field patterns. Similarly, the
range of orientational data was divided into
four sectors, each corresponding to 40 de­
grees. Sector 1 provides data on pattern
orientations that produce distributions be­
tween 25 and 65 degrees clockwise from
north; sector 2, 65-105 degrees; sector 3,
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Fig. 6. Parameter plot using the parameter (R) SLOPE 2.

105-145 degrees; and sector 4, 145-185 de­
grees.

Parameters are extracted from the spatial
frequency and orientational curves in each
range. Each parameter for all 80 sample areas
was plotted against its appropriate sample
area category as obtained from Figure 1. One
of these parameter plots is shown in Figure 6.
Decision boundaries may be inserted into
the parameter plots based on the distribution
of the parameter's amplitudes. If a clear rela­
tionship exists between the amplitude of the
parameter and the physiographic characteris­
tics ofthe sample area, the decision boundary
will discriminate between two large-scale
physiographic ground patterns.

This was applied to the parameter labeled
Slope 2, which is merely the slope of the
regression line for the modified spatial fre­
quency curve of the frequencies in band 2. As
illustrated in Figure 6, a decision boundary
that effectively separates the various
categories may be inserted at approximately
zero slope (+ 0.001). Sample areas from
categories of relatively large high-frequency
content (Flint Hills, Red Hills, Smoky Hills)
yield a positive slope, whereas those from the
other categories yield a negative value of this
parameter. This identification experiment
resulted in an accuracy of 92.5 percent with

only six incorrect identifications based on the
original categorization of the sample areas.

Figure 7 illustrates how a further classifica­
tion based upon the original physiographic
regions can be made. Here a scattergram is
made by plotting values of the parameter
DARAN2 (area of the modified spatial fre­
quency curve above the value 1.0 in band 2)
versus values ofSLOPE2. Values on this scat­
tergram are keyed as follows:

o = Red Hills, Flint Hills and Smoky
Hills,
• = Blue Hills
o = Glaciated region and Osage Plains,
and
• = High Plains and Arkansas River Valley
Lowland.

Each of these categories appears to be dis­
tributed in separate portions ofthe graph. We
may insert decision boundaries into this
group to separate the various categories, as
was done previously in the one-dimensional
case. When a region for each category is de­
fined in terms of these boundaries, we may
determine how accurately these two
parameters classify each sample area; the re­
sults of this classification are shown in Table
1. In this case, the overall identification accu­
racy for each sample area is 80 percent.
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Figure 8 shows the sample areas with re­
spect to their identification based on Figure
7. Figure 8 (with sample area identification
based on the key for Figure 7) shows that
although the sample areas were identified
with an accuracy ofonly 80 percent, in Kansas
they appear to be clustered in terms of their
identified categories. For instance, A-4, A-5,
and A-6 are classified with the Blue Hills to
the north, and H-8 is classified with the Blue
Hills immediately to the east.

Various algorithms are available to au­
tomatically implement this classification.
One scheme given in Fukunaga (1972) uses a
regression-type algorithm to assign samples
to various categories. Haralick and Shan­
mugan (1973) developed a program based on
this algorithm that was used in an attempt to
classify the sample areas; however, only lim­
ited success was achieved because of the
relatively small number of samples used in
this investigation.

CONCLUSIONS

Evidence presented in this study estab­
lishes that optical data processing ofERTS-1
images can be implemented to identify
large-scale ground patterns in Kansas. Nota­
bly, the sample areas used in this investiga­
tion are not uniform, i.e., they do not display
merely one dominant characteristic. Because
each sample area is approximately 37

kilometers in diameter, the terrain may vary
substantially within each sample area. Even
given the "noise" associated with the sample
areas, this method identifies the sample areas
in terms of the original physiographic
categories.

The manual interpretation of the spatial
frequency and orientational curves shown
here for one sample area (presented for all the
sample areas in Ulaby, (1973) ) demonstrates
that this method of anaylsis can provide an
unbiased means of evaluating the orienta-

TABLE 1. RESULT OF CLASSIFICATION OF SAMPLE

AREAS BASED ON FIGURE 8.

Total %
Category Hit Missed Samples Accuracy

R,S,F 25 5 30 83
B 7 3 10 70

G,O 19 1 20 95
H,A 13 7 20 65
Total 64 16 80 80

R-Red Hills
S-Smoky Hills
F-Flint Hills
B-B1ue Hills
G-Glaciated Region
O-Osage Plains
H-High Plains
A-Arkansas Lowlands
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tions, natures of stream pattern, and other
features apparent in the image.

The band of frequencies between 1.1 and
2.8 cycles/km appears to contain most of the
information useful in distinguishing the vari­
ous physiographic categories. For classifying
the categories, the information contained in
frequencies below 1.1 cycles/km is not ap­
parent; conversely, the information in the
frequencies from 3.1 to 5.8 cycles/km appears
to discriminate between categories almost as
well as the band from 1.1 to 2.8 cycles/km but
only for certain parameters. Sample pattern
orientational information is not so useful in
discrimination between categories as the
spatial frequency information.

It should be noted here that the method of
anaylsis used in this investigation is deliber­
ately general. These methods and algorithms
could be applied to various other image
analysis or categorization problems, because
the method of analysis shown here is image
independent and can be completely auto­
mated.
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WILD INTRODUCES EK22 DATA ACQUISITION
SYSTEM

Wild Heerbrugg has designed the EK22 data
acquisition system for the plotting instruments
Wild A7, A8, AlO, A40, and B8/B8S. Thanks to its
great flexibility, the EK22 can be connected to all
types of data-output and data-processing devices.

------.....

Its main features are easy operation, a system that
can be further developed, low trouble incidence,
and ease of servicing. Its most important applica­
tions are in aerial triangulation and control-point
densiflcation, large-scale cadastral surveys, digital
terrain models, registrations of profiles and cross­
sections in road and railway construction, meas­
urement of volumes, and coordinate measurement
in industrial applications of photogrammetry. For
more information contact Wild Heerbrugg Ltd.,
CH-9435 Heerbrugg, Switzerland.

ALTEK ANNOUNCES AC 74 PHOTOGRAMMETRIC
DATA ACQUISITION SYSTEM

ALTEK announces a digitizer designed specifi­
cally for interface to stereoplotters, comparators,
and coordinatographs. The standard model avoids
a great amount of complex circuitry, featuring in­
stead low cost and simplicity of operation. Using
rotary or linear encoder input, the AC 74 will dis­
play up to four 6-digit values and transmit the in-

formation to any digital recording device (card
punch, magnetic tape recorder, etc.) or computer.
Complete system prices including interfaces begin
at $6,750.00 (lower for the 2-axis model AC 72).
ALTEK Corp. is located at 2141 Industrial Park­
way, Silver Spring, MD, 20904.

FAIRCHILD TO PRODUCE FILM TITLERS FOR AIR
FORCE

A contract for $700,000 to supply nine automatic
film titling systems to the United States Air Force
has been awarded by the Directorate of Procure­
ment & Production at Hill AFB, Utah, to the Space
& Defense Systems Division of Fairchild Camera

& Instrument Corporation. The contract covers the
first production run of nine systems of an automatic
film titling system developed by Fairchild for the
Air Force in 1973. The Series F-699B titlers will be


