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Automated Pattern Recognition
with Thermal IR Imagery *

An analytical model is employed which can classify objects
with an accu racy rate of 90 per cent.

INTRODUCTION

D URING THE PAST two decades, most
photographic and imagery interpreta

tion has been performed manually. Recently,
the development of the false-color enhance
ment technique (for imagery tonal densities)
has made a semi-automatic interpretation
process possible. However, due to the mas
sive amounts of data from satellites such as

ing research, such as LARS of the Purdue
University, are rarely cost-effective. For in
stance, it costs $50,000 yearly for Indiana
State University to have a remote terminal
link-up with the LARS system (excluding
costs for computing times). Low-cost com
puterized interpretation methods are
urgently needed. Turinetti and Mintzer have
reported that such low-cost systems could be
obtained by utilizing digital computers in the

ABSTRACT: This paper proposes the employment of both day-and-night
thermal-infrared imagery density values in a multivariate model for
automatic pattern recognition. The analytical model is discrimina
tory analysis, utilizing the discriminatory function, derived from the
day-and-night-density vectors,for pattern recognition and mapping
purposes. For mapping purposes, two models are developed further.
First, to identify and map single objects, such as houses, roads, and
water, a point-classification system is used. The discriminant func
tion is derivedfrom only two vectors. Second, to identify scenes, such
as residential areas, factories and croplands, an areal-classification
model is used. The discriminant function is then derived from 10
parameters (5 from x-z axes, and 5from Y-Z axes) extracted from the
density surface constructed by densitometer scanning and computer
graphics. The results indicated that an accuracy rate ofwell over 85
per cent can be accomplished for automatic mapping purposes. A
low-cost automatic imagery interpretation system can be obtained.

ERTS and Skylab and from low-and-high
altitude aircraft, automated interpretation
processes utilizing computers have become
increasingly important. This is particularly
true when objects are to be identified from
multispectral imagery. However, automated
imagery interpretation systems currently in
stalled at the major centers for remote sens-
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analysis of densitometer scanned data ob
tained from thermal infrared imagery (1973)
and non-registered, multiformat, multispec
tral imagery (1974). Their 1973 analysis dem
onstrated that heat differentials of terres
trial objects derived from daytime and night
time infrared images (TIRD and TIRN) can
be used to identify objects by computers at an
accuracy rate of over 40 per cent, and their
1974 analysis demonstrated that the accuracy
rate can be improved up to over 90 per cent
by utilizing multiple formats of thermal in-
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frared imagery, equivalent to using multi
spectral imagery. The purpose ofthis paper is
to derive an automatic pattern recognition
method by which an accuracy rate of 90 per
cent can be obtained by using day- and
night-time thermal infrared imagery alone.

The analytical model is discriminatory
analysis, using the discriminant function de
rived from the day- and night-time density
vectors, for classifying unknown objects into
one of the calibration samples. Two models
have been designed for the analysis: Model I
classifies objects according to the spectral re
sponse of tones (points), and Model II recog
nizes scenes according to the spectral re
sponse of texture (spatial distribution of
tones).

METHODOLOGY

RESPONSE VARIABLES OF SPECTRAL SIGNATURE

Object-identification in remote sensing is
usually done by two integrated processes: (1)
iaboratory analysis and identification ofspec
tral responses of terrestrial objects; and (2)
matching of these spectral signatures with
imagery characteristics of the same objects.
Spectral signatures obtained from laboratory
analysis can be used only as aguide for imag
ery interpretation, because laboratory condi
tions will not be identical to the field condi
tions under which the imagery was taken.
However, we are able to obtain comparable
spectral signatures from imagery data by
utilizing multiband imagery. This process
involves converting imagery tonal densities
from continuous bands, represenHng specttal
reflectance and/or emittance, to numerical
scales utilizing densitometer scanning, or
false color enhancement using equipment
such as PS manufactured by International
Imaging Systems, or matching against paper
graytone step wedge, and then plotting them
on a two-dimensional diagram as in Figure 1.

In Figure 1 the x coordinate represents
spectral bands; the number depends on the
scanner system. The X coordinate represents
tonal densities scaled into steps:

32 steps for PS;
10 steps for gray-tone wedge; and many steps
for densitometer data, the number to be
specified by the investigator.

The curve in the graph is called the spectral
signature, each curve representing a terres
trial object.

To distinguish one object from another,
several response variables (or attributes)
have to be extracted from the curve and used
in pattern recognition. Since each band con
stitutes an imagery, tone density values from

all the bands can be used as attributes for
imagery discrimination. In addition, we can
extract attributes from the distributional
characteristics of the curve as a whole. Five
response variables (attributes) can be ex
tracted: (1) total area above the datum (arbi
trarily assigned), (2) total· area below the
datum, (3) sum of contrast values, (4) sum of
absolute high values, and (5) sum of the
number of peaks and troughs. Therefore, we
have two sets of response variables: (1) spec
tral response from bands, and (b) spectral re
sponse from the curve (Figure 1).

To make a statistical test valid and mean
ingful, a larger sample (objects) has to be
used in the analysis. This means that we
should use at least 20 similar objects (such as
20 houses) to characterize the spectral re
sponse of house. Assuming that we want to
classify unknown objects into one of the ten
known categories, the data matrix using five
multiband images is as follows:

Object 1
Response Variables

Samples 1 2 ---- 5 6 7 ---- 10
(1) (2) (5) (6) (7) (10)

1 y y---y y y----y
11 11 11 11 11 11
(1) (2) (5) (6) (7) (10)

2 y LoY Y y--- y
12 12 12 12 12 12

'.

(1) (2) (5) (6) (7) (10)
20 y y m Y Y Y ___ y

1,20 1,20 1,20 1,20 1,20 1,20

Mean [-(1) -(2) -(10) ]
y y Y
1 1 1

Object 10
Response Variables

1 2 --- 10
(1) (2) (10)

1 y y y
10,1 10,1 10,1

2

20 (1) (2) (10)
y y y

10,20 10,20 10,20

Mean [-(1) -(2) -(IO~
y y y
10 10 10
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FIG. 1. Two-dimensional spectral signature diagram.

Here the first five attributes are obtained
from the response of the five bands, while the
second five variables are from the response of
the curve.

The superscript stands for attributes; the
first subscript stands for group (objects) iden
tification, and the second subscript sample
point.

and chooseab a2, ---, al0 in such a way that the
distance between the groups is maximized.
The discriminant function is in fact the esti
mated values of the above function

MULTIVARIATE DISCRIMINANT ANALYSIS

(PATTERN RECOGNITION OF OBJECTS)

In the analysis, the data matrix can be sim
plified in vector form:

Then we test ten hypotheses simultaneously
to see whether there are significant differ
ences between and among the group means

Alternative: one of the equalities does not
exist.

The approach is to combine the ten re
sponse variables into a "weighted total"

-(1) -(1) -(1)
Ho Yl Y2 = YI0

-'-(10) -(10) -(10)
Yl Y2 = YIO

Or in vector form

Object 1

(1) (10)

L!L 1 --- 1!J

Ho _
lL 1

Object 10

(1)

[ 1l. 10

Jk--= ,[10

Utilizing the UCLA BMD 0 7M program for
the analysis, the distance between pairs of
objects is Mahalanobis D2. Once we know
there are some values for the a's (maximum is
used), the discriminant function is deter
mined. It will then be used to classify any
unknown features into one of the known ob
jects called calibration samples.

PATTERN RECOGNITION OF SCENES

What I have discussed so far only concerns
pattern recognition of objects in terms of
point-by-point classification. Another aspect
ofpattern recognition involves classifying as
sociated objects distributed over an area
called a scene, such as a residential area, air
port, industrial complex, and so on. Meaning
ful characteristics of scenes can be extracted
only from the spatial distribution oftonal den
sities (responses from objects) in the scene,
not by point classifications. The structural
difference between the object and the scene
is that the former is a two-dimensional space
(with density values (Z) distributed on the X
or Y plane) whereas the latter is a three
dimensional statistical surface of Z values
distributed on the X-Y plane. Figure 2 is a
perspective representation of the surface.

For the purpose of numerical analysis, the
surface can be separated into two compo-



650 PHOTOGRAMMETRIC ENGINEERING & REMOTE SENSING, 1975

¥
Scan Lines Along Yaxis
~

1 2. • • . 400

2

400
-t:~-~-.....~~~x

It-- 2 m. In.---il 2 m.m. ~ I
x,¥

1) TOTAL AREA ABOVE THE DATUM PLANE.

2) TOTAL AREA BELOW THE DATUM PLANE.

3) SUM OF THE CONTRAST VALUE OR :z. ell

4) SUM OF THE ABSOLUTE HIGH DENSITY VALUES OR ~hj

5) SUM OF THE NUMBER OF PEAKS AND TROUGHS

(ALONG BOTH X AND Y AXES)

FIG. 2. Three-dimensional spectral signature diagram.

FlG. 3. Two-thirds and one-half area overlap
ping systems.

cedure. Again, if we are to identify a residen
tial area, the second method should be em
ployed. The procedures are to define one unit
area consisting of perhaps 10 scan lines on
both the X and Yaxes, to design a moving grid
system of IO-by-IO scan lines, and (3) pick up
overlapping areas for analysis. The amount of
overlapping can be specified by the analyst.
Using a computerized system, several op
tions should be provided, such as two-thirds
and one-half overlapping systems as shown
in Figure 3.

The reason for using this area overlapping
system is to guard against misclassification
involving split scenes. For instance, the first
cell picked up for analysis may include only
half the missile site; therefore, it may not be
recognized as a missile site. The second cell,
which picked up, for instance, half of the first
cell and half of the next regular cell, should
include the whole of the missile site. It
should then be classified as a missile site.

nents: Z-values on the X-axis andZ-values on
the Y-axis.

Furthermore, the spectral signature, or the
distribution ofZ-values, can be characterized
by the above-mentioned five response vari
ables: (1) total area above the datum, (2) total
area below the datum, (3) sum of contrast
values, (4) sum of absolute high density val
ues, and (5) sum of the number of peaks and
troughs (Figure 2). Therefore, for bothX and
Y axes, there will be altogether ten response
variables that can be used to characterize the
spectral response surface of a scene.

The discriminant function thus becomes

Z = alJil + a2Ji2 +... + alof!lo

The technique of automatic pattern recog
nition utilizing the discriminant function in
scenes is the same as that used in classifying
objects. It has been proved very effective by
this investigator in the pattern recognition of
crop types utilizing microdensitometer scan
ned side-looking radar imagery (Kedar and
Hsu, 1972). The combination of the two in
terpretation methods, Le., object identifica
tion and scene identification, should be very
effective in a computerized pattern recogni
tion system. If we want to identify small ob
jects, such as houses, trucks, and so on, we
should employ the object identification
method by the point and line scanning pro-
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This system is very versatile. The unit size for
a scene can vary according to specific pur
poses and the amount of overlapping be
tween cells can also vary depending on accu
racy requirements.

CASE STUDIES UTILIZING THERMAL IR

IMAGERY

The methodologies discussed previously
have been successfully applied to the au
tomatic classification of objects and scenes
utilizing daytime and nighttime thermal in
frared imagery. The material was supplied by
Rome Air Development Center. The gray
tones were determined by matching against
paper graytone step wedge. They can be de
termined more accurately, of course, by
means of densitometer or TV scanning proc
esses. The discriminant function was de
rived from only two vectors: tonal densities of
TIRD and TIRN. To identify objects, BMD
computer program 07M (developed by
UCLA), is utilized. Calibration samples
(groups) are placed (stored) first, and un
known objects are listed together as the last
group. All of the unknown objects will be
classified into one ofthe groups. In our exper
iment (with five independent groups), an ac
curacy rate ofabout 90 per cent is obtained in
differentiating among roads, water, houses,
and fields.

To identify scenes, UCLA BMD program

04M is to be utilized. The program is de
signed to distinguish groups rather than cases
in the groups. We can define a scene, such as
a residential area, as a group consisting of
several scan lines. In the analysis, these scan
lines are comparable to "cases." The program
obtains a discriminant function for each
pairwise (double-group) comparison. Un
known scenes can then be classified as one of
the known groups by means of the discrimin
ant functions. The results are expected to be
better than those obtained in the object clas
sification study because the discriminant
function in scene classification is more pow
erful - it includes more response variables.
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