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INTRODUCTION

C LOSE-RANGE PHOTOGRAMMETRY does not consider large object distance such as in aerial
photogrammetry, which involves the problems of refraction, but only the range 0 to 200

meters.
This report is limited to analytical restitutions, because analog restitutions are now being

employed to a lesser degree in precision civil engineering applications due to the lower
(likely 3 to 5 times) accuracy and also to the strict geometry conditions (only the normal case
can be used on the modern analog stereoplotters). Nevertheless, in my opinion it also would
be interesting to conduct similar studies for analog or semi-analytical restitutions.

One may wonder why so general a problem has not been exhaustively treated in the past.
The principal reason was probably the lack of civil engineering applications, the develop
ment of which is recent. There was no necessity to compare photogrammetric accuracy with
the accuracy of other metric techniques, and to produce in this particular area efficient
criteria and predictors of accuracy. Another reason is the multiplicity of parameters
(geometry, physical characteristics of the photogrammetric system; redundance of the
measurements) to be considered, and the necessity to conduct numerous and costly
experiments.

ACCURACY AND PRECISION

The two concepts (accuracy and precision) should be carefully distinguished.* Let X be
the true value of some physical quantity, and X an estimation of X based upon a particular
measuring system S (X included in S). One always states a difference between the
expectation of EsX of X within the measuring system and X:

E., X T X
Then we define the error of X as follows:

e = X - X = (X - Es X) + (E., X - X) = E + {3
where

E = x - Es X; EE = a
{3 = Es X-x.

* ISP Commission VI 1964 Glossary of some terms and expressions in the theory of errors.
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ABSTRACT: Some essential points relating to precision and accuracy
(distinction between precision and accuracy, correct evaluation of
accuracy) are reviewed; then, based on experimental results from
several sources, a quantitative study of the accuracy of analytical
restitutions in the case of the photo-pair is presented. The principal
themes are the following:

The effect of measurement redundance upon the accuracy (repeti
tion of the settings, use of several neighboring targets to define an
object point, and use of several frames at each station can on an
average increase the accuracy by 50 per cent, whatever be the base
to-mean-object-distance ratio, the maximal accuracy for a certain
kind of photogrammetric system has been found to correspond to a
measurement equivalent normal law with a 1.2 J.Lm standard devia
tion (which is the RMS bias of the measurements) and the minimum
accuracy to a normal law with a 2.5 J.Lm standard deviation);

The effect of the geometrical characteristics of the system (base
to-object-distance ratio, camera axis convergence, and number and
disposition of the control points);

Accuracy prediction (two predictors are presented; the Karara/
Abdel Aziz predictor, which reduces the problem to the central
point of the object volume, and a predictor obtained from simula
tion. These predictors are correct on the condition that a good
estimation of the standard deviation of the equivalent normal law of
the comparator observation of the system (camera plus comparator)
is employed; and

Non-metric camera accuracy (for the best of them, it seems to be
the same as for metric cameras).

RESUME: Apn3s avoir rappele un certain nombre de points relatifs
d la precision et d I' exactitude (distinction entre precision et
exactitude, evaluation corrccte de l'exactitude), on presente, basee
sur des resultats experimentaux provenant de plusieurs sources, une
etude chiffree assez complete de l'exactitude des restitutions
analytiques dans Ie cas de couple (stereogram me); les principaux
themes sont les suivants:

L'effet de la redondance des mesures sur l'exactitude: repetition
des pointes au comparateur, emploi de plusieurs cibles voisines pour
definir un point, prise de plusieurs cliches d chaque station, peuvent
accroitre en moyenne l'exactitude de 50%, quelque soit Ie rapport
base sur eloignement; l'exactitude maximale, dans Ie cas d'un
systeme assez repandu (chambres metrique + comparateur Zeiss),
correspond dune loi equivalente de mesures-comparateur d'ecart
type 1.2 J.Lm qui est Ie biais moyen quadratique des mesures);
l'exactitude minimale dune loi d'ecart-type 2.5 J.Lm.

L'injluence des caracteristiques geometriques du systeme:
rapport baseleloignement; nombre et disposition des points d'appui:
la multiplication des points d'appui: peut accroitre l'exactitude de
20 d 30%.

La prediction de l'exactitude; deux predicteurs sont etudies: celui
de Karara-Abdel Aziz qui assimile l'exactitude obtenue dans Ie
volume objet d celle du point central, et celui obtenu par simulation;
ces predicteurs sont corrects d condition qu'on possede une bonne
estimation de l'ecarttype de la loi normale equivalente des observa
tions du systeme (chambre + comparateur).

Exactitude des chambres non metriques: pour les meilleures, elle
est tres voisine de celle des chambres metriques.
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.)1 + I' a > a).
n

The quantity € is the residual random error of the measuring system S. As a rule the distri
bution of the random error € is normal:

€ E Jf(O, ax).
The precision ofX, within the measuring system S, indicates the closeness ofX to Es X and

is characterized by the standard deviation of€, ax. It is a well knawn experimental fact that, for
the standard deviation ax of the arithmetic mean X computed from a large number of
measurements in a stable measuring system, we have

ax == 0.
The quantity f3 is the bias (rather than the systematic error, the meaning of which is too

restrictive). The principal reasons for the bias are systematic effects, lack of definition of the
measured quantity, and resolving power of the measuring procedure.

The accuracy of the estimation X indicates the closeness of X to X. It is characterized by
RMS error YEs e2 , with

E s ej2 = E (€ + f3)2 = E€2 + f3E€ + f32 = aj2 + f32.
If we consider all the measuring procedures which give approximately the same precision

(for example all the comparators with the same trade-work), we have
Eej 2 = ai 2+ E f32. (2)

The quantity vEji2 may be called the RMS bias.
From Equation 2 it can be seen that the RMS error is statistically superior to the RMS

bias,* which characterized the average maximum accuracy of all measuring procedures with
the same features, i.e.,

RMS error:;;' RMS bias (3)
It is important to notice that, in any case, even though the systematic effects are well cor

rected, there is in the RMS bias some irreducible part due to the lack of definition of the
measured quantity and to the resolving power of the measuring procedure. It can be
observed otherwise that for many precise equipments the RMS bias is often approximately
equal to the standard deviation a of an elementary measurement of X (estimated from the
repetition of measurements under the same conditions with the same operator. For example,
for comparators and theodolites, for the arithmetic mean of n elementary measurements we
obtain the RMS error

Finally, we can say that if we consider a one-dimensioned physical quantity whose true
value is X, the estimator X of X from a particular type of measuring procedure is a normal
variable

(4)

where a i is the precision of X and VE f32' is the RMS bias.

As a matter of course, Equation 4 is only a mathematical model. In particular, the dif
ficulty is to assign a meaning to the symbol X, the "true value" of the physical quantity
(what are the "true values" of the coordinates of a geodetic signal, of a physical object point,
of an image point?). The best way is probably to consider X as the mean of estimations
coming from a great number of "optimal" measuring procedures. Then other problems
occur: the true value depends on the chosen type of measuring procedure. For example, it
can be thought that the center ofan irregular, or even regular, spot is appreciated in different
ways when using microscopic or long distance procedures, and in analytical aerotriangula
tion one cannot be sure that the true geodetic definition of an object point is identical to
the photogrammetric one, particularly when there are no targets.

Anyway, there is a gap between the symbol X and the reality owing to the lack of defini
tion of the physical quantity and the resolving power of the measuring procedure. It is of no
physical interest, and perhaps impossible, perhaps a statistical nonsense, to want to attain X.
What is of interest is to eliminate random error and systematic effects. In other words, we
can say that the maximum accuracy (systematic effects and random errors eliminated) is
characterized by the RMS bias, and that all estimations of maximum accuracy are equivalent
to describing the true value of the quantity.

* In French, the RMS bias characterizes what is calledjustesse (accuracy = exactitude, precision =
precision).
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EVALUATION OF ACCURACY

Two methods are at our disposal: We can evaluate accuracy by using check measurements
and computing from these check measurements the value of adequate accuracy criteria; and
we can use accuracy predictors, on the condition that they exist and that their reliability has
been proved. In photogrammetry, where the accuracy problems are very complex, the two
methods should in my opinion be employed together, and the values supplied from the pre
dictor always checked with a minimum of check measurements.

Now, the methodologic base is, of course, the check measurements. Thus, I desire to insist
a little upon this problem bearing in mind the photogrammetric area. The principle is to
compare the results obtained from one particular measuring procedure with the results from
a "more accurate" measuring procedure. Of course, it is implied that the definitions of the
measured quantities are the same for the two measuring procedures, which is generally the
case for precise works of analytical photogrammetry where the measured object is equipped
with standard targets.

One of the most frequently used among check measuring procedures is triangulation or
micro-triangulation. It is generally possible with these methods to determinate a net the
errors of which are negligible in comparison to the photogrammetric errors. For example, at
the Institut Geographique National (IGN) in Paris a careful micro-triangulation for a three
dimensioned vertical test field (10 m by 12 m by 2 m) has been characterized by the follow
ing RMS errors:

30 J.Lm for the x axis (parallel to the test field and horizontal),
60 J.Lm for the y axis (horizontal and perpendicular to the test field), and
70 J.Lm for the z axis (vertical).

Such an accuracy is enough so as to appreciate spatial photogrammetric errors of magni
tude greater than 0.3 to 0.4 mm. I indicate here a very interesting triangulation method*:
Recording from two (or more) stations the perspective bundles with a theodolite used as a
camera (no necessity of spirit levels adjustment, as reference to the physical vertical is not
useful for determination of relative positions of a set of points) associated with the well
known computational method of relative orientation (scaling from a calibrated tape with
targets) (Figure 1). It has been shown from experiments that this method is at least as and
probably more accurate than conventional micro-triangulation for distances between 4 and 8
meters. Its essential advantage is that it is considerably more simple, rapid, and economic.

Unhappily it is not always possible to emplace an accurate reference test field, particu
larly for very close ranges «2.5 m)1°. However, there is the possibility of considering the
points in the test field in the photogrammetric adjustment as observed quantities rather than
fixed; but appreciation of the accuracy of the photogrammetric procedure alone is then
delicate.

CRITERIA OF ACCURACY

The problem is to estimate the accuracy in a given object volume with convenient criteria
(Figure 2). It is desirable that such criteria have the following properties: Simplicity (com
plex criteria indeed could be developed, but would not be practical for daily use by
engineers); reliability for the whole volume; and, if possible, independent of the object

Phofo!Jrommt!frie
prllfram

(Helatitle orHtnf.,fitNJ_
Suhnj lrom cal;bra!ed
di$fonee6)

FIG.!. Triangulation with a test field and calibrated distance.

* This method has also been experimented in at the IGN2
• I can certify its excellence and con

venience.
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52
FIG. 2. Estimating accuracy for an object volume.

space (stations, orientation of the optical axis, object volume) in order to be able to compare
results obtained from different working scales and from all available focal lengths.

There is a solution in the symmetrical case of a pair (at least for identical left and right
focal lengths). I do not know if it can be extended to other geometries.

(5)RXYZ =

THE RMS SPATIAL RESIDUALS

We consider n check points in the studied volume, that is, points whose true coordinates
are known but not used in the photogrammetric computations.

Then, if XIT, YiT, and ZiT are the true coordinates of the check point Mi (i = 1, M), and
XiPH, YIPH , and Z;PH its photogrammetric coordinates, an estimation of the RMS spatial
residual is

(the true RMS residual RXYZ is in fact the limit ofRXYZ for n infinite, with points in every
part of the volume).

It is interesting to determine the maximum spatial residual among the n check points:
RMXYZ = Max V(XiPH - XiT)2 + (YIPH - YIT)2 + (ZiPH - ZiT)2. (6)

Of course, if necessary, analogous quantities can be estimated for the three axes. For
example, in the X-direction.

RX =yrk-I-(X-'-.PH---X-iT--,); and RMX = max IXiPH - XiTI. (7)

In addition to its simplicity, such a criterion can be correctly estimated provided that:
(a) The number n of check points is sufficient. It is presumably rather complex, and

perhaps impossible, to give for the quantity RXYZ the exact confidence limits on a given per
cent level.

Then we proceed in the simplistic following way: We assume the variables (XiPH - XiT),
(YiPH - YiT), and (ZiPH - ZIT) are normal and independent, and have the same standard devia
tion (I. Under these conditions, and if we call s an estimation of (I, we have

S2 = in t [(XiPH - XiT)2 + (YiPH - YiT)2 + (ZiPH - Z;T)2] = t R2 XYZ.

Hence the confidence limits are the same for (I and RXYZ. They are given by well known
statistical tables, e.g., on the five per cent level we find

n Confidence limits of RXYZ
3 0.67 RXYZ 1.92 RXYZ
6 0.75 RXYZ 1.50 RXYZ
8 0.78 RXYZ lAO RXYZ

10 0.80 RXYZ 1.34 RXYZ
15 0.83 RXYZ 1.24 RXYZ
25 0.86 RXYZ 1.20 RXYZ

It is seen that, even for a small number of check points, the estimation of the RMS residual
is not so bad, i.e., it is satisfactory when n > 15.
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Incorrect estimation

of accuracy inside

the whole volume

Correct estimation

FIG. 3. Distribution of check points.

(b) The distribution of the n points inside the volume is regular (Figure 3). In particular,
any extrapolation about accuracy outside the check point volume is not valid.

(c) The volume is not too deep. If the volume is too deep, then evaluation accuracy has to
be estimated for successive slices.

At last, we demonstrate the fundamental announced property of the RMS spatial
residuals: An RMS spatial residual is proportional to the RMS error of the comparator
measurements.

It can be shown in the following way: for each check-object point M j

(true coordinates X iT = II ~::~ II ;

II
XIiPr'IIcomputed coordinates: XWH = X2iPH ),

X3iPH

it is obvious that X iPH = X iT plus a linear function of the measurement errors (meilsurement
errors for the image points relating to M;, but also for the image points of any control point
used in the computation).

Then, if we name RMi the RMS spatial residual at the point M;, we have (all the measure
ments are assumed to be independent)

R\li = E (X iPH - Xi7f (X iPH - XiT) = q2Mi a 2

and for the RMS spatial residual RXYZ worked out with all the n check points

RXYZ = vll. L R<
n 1

RXYZ = q a (8)
with q depending only on the object volume.

ESTIMATION OF THE RMS SPATIAL RESIDUALS FROM CONTROL POINTS

The previous criteria can be used without difficulty in laboratory experiments. However,
it is more difficult in the field where it is often costly to provide enough control points for
good determinations and enough check points for good estimation ofthe obtained accuracy.

However, for lack of check points or check measurements one may use the RMS residuals
computed with control points. We will name them R'XYZ, R'X, etc. Unfortunately, if the
number n of control points is below 25 to 30, there is (statistically) a sensible overestimation
of accuracy (See Appendix A), that is,

R'XYZ< RXYZ.
Nevertheless, it seems possible and reliable, at least in the case of the pair, to compute a

corrective coefficient K so as to have
RXYZ = K R'XYZ (statistically) (9)

K depending on the number n of control points, the computational method, and the number
r of unknowns estimated in the least-square adjustment. If from each control point we obtain
p observation equations, we compute K from

K = V~p-n~'
pn - r (10)
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For example, for the method of the resections in space with direct linear transformation,
followed by the intersecton of homologous rays, we have r = 11, p = 2, and

K = V'2n 2~ 11 .

Verification of validity is given in the table below (See Appendix A for more details)

(
RXYZ) ~

n R'XYZ v'2n=fl
7 1.97 2.16

10 1.46 1.49
15 1.26 1.26
28 1.18 1.12

((RXYZIR'XYZ) is the mean ofelementary ratios RXYZIR'XYZ corresponding to four different
couples at least.)

The reader will find in Appendix A justification of the method on the basis of assumptions
probably well verified in the usual practice.

CASE OF THE STEREOPAIR

Let B be the base, 0 the mean object distance, and p the common value of left and right
focal lengths (Figure 4). It is obvious that, on a first approximation, RZYX, the RMS residual,
is for a particular geometry in inverse ratio to p (of course, we suppose all the other
parameters of the system, that is, objective, emulsions, comparator, etc., to be invariant); and
RXYZ, for a given ratio BIO (and the same axis orientations), is proportional to 0, on the
condition that the ratio DIO (where D is the depth of the volume) is constant.

Subsequently, for r = BIO fixed, we have
p

rXYZ = RXYZ 0 = constant (11)

where rXYZ is the normalized RMS residual. It is obtained from the RMS residual by multi
plication with the mean scale of the pictures, and is expressed in micrometers.

It can be thought that such an expression depends exclusively on the ratio BIO (and
perhaps on the camera axis orientations) when using a certain type of camera, comparator,
and computational method. We will find it true from practical experiments.

Some authors use another kind of normalized criterion which in my opinion is imperfect.
If D is the greatest dimension of the measured object, they consider

r' XYZ = RXYZ
D

and name it "relative accuracy". Such a criterion is of course convenient for the customer,
but it does not give any precise indication regarding the photogrammetric accuracy. For ex
ample, let us consider D = 10 m, 0 = 7 m, and fixed positions for the two points of
view. The work can be done with many available focal lengths, and thus we can obtain

focal length RMS residual "Relative accuracy"
p RXYZ RXYZID

50 mm 0.56 mm II 20000
100 mm 0.28 mm II 40000
200 mm 0.14 mm II 80000
300 mm 0.09 mm 1/120000

o

51 + .__ _ _ ~ ?2 __
FIG. 4. Geometry of the stereopair.



352 PHOTOGRAMMETRIC E GINEERI G & REMOTE SENSING, 1976

These possible relative accuracies are very different, but in this case all of them, if focal
length value is taken into account, point out identical quality of results (they correspond
with the normalized criterion (Equation 11) of rXYZ = 4 /-Lm).

CRITERION OF THE PLATE RMS RESIDUAL

In the case of a simple resection in space, there is no possibility to use the criteria of the
RMS spatial residual. If one uses the rigorous solution, one can adopt instead the standard
error of unit weight, ao , and more precisely the estimation So of ao • With n control points and
r unknowns we have:

2n
S2 = __1_ I. v2

o 2n - r 1

(each point gives two observation equations. So is of course expressed in micrometers).
This criterion could be extended to the case of the stereopair and to the case of multi

station geometry; but it is easy to understand that it couldn't be completely satisfactory. In
particular, the obtained accuracy cannot be deduced from the values of the RMS plate
residuals for two reasons: One can have more than two rays for one object point and there is
no evident relation between the RMS residuals of the different plates and a possible increase
of accuracy due to the use of more than two rays; and the RMS plate residual can include
slight systematic effects such as residual distortion for example, although these slight
systematic effects often have little influence upon the final determinations. Then the
obtained accuracy is better than one would expect from the examination of the So values.

PRINCIPAL PARAMETERS INFLUENCING ACCURACY

The principal parameters influencing accuracy may be classified into three groups.

GEOMETRICAL CHARACTERISTICS AND COMPUTATIONAL METHODS OF THE PHOTOGRAMMETRIC

SYSTEM

It is obvious that accuracy depends on the camera focal lengths, positions and number of
stations, density of control net or control measurements, and probably, but I ignore to what
extent, on the choice of the computational method. *

As to geometry, focal length apart, one can consider two cases.
Double station geometry. Probably the most frequently used geometry as a rule is well

characterized by the ratio r = BIO (B = base; 0 = mean object distance). Needless to say,
strong values of r imply as a matter of course a convergence of the two camera axes.

The choice of the computational procedure3 depends on the presence or absence of a
control net. If there is a control net, it is possible to have recourse to resections in space of
each bundle followed by intersections of homologous rays. At least 10 to 15 control points
are necessary to obtain correct accuracy.

If there is only a control distance for scaling, one must use the relative orientation pro
cedure followed by scaling to the control distance. The total procedure is statistically less
accurate than than the previous one. In particular, model distortions could occur due to a
failure of the photographic plate to lie firmly against the camera frame.

Multi-station geometry. As far as I know, only one organizationS currently uses multi
station geometry with no control net but only some scaling distances. The computational
procedure seems to be a generalization of the one used for the couple (relative orientation
plus scaling).

PHYSICAL CHARACTERISTICS OF THE PHOTOGRAMMETRIC SYSTEM

Among the principal physical characteristics of the photogrammetric system are

• the quality of the camera objectives and the lens distortion;
• the plate flatness (support and emulsion flatness);
• the definition of the object, e.g., natural details or targets (here I mention another possibility,

• For an equal number of degrees of freedom, one can resort to several approximate applications of
the least-square method (although, theoretically, there is only one rigorous least-square solution, it is
complex to program).
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photogrammetry by the means of homologous lines. Note that a natural linear or curved line is
generally better defined than successive points belonging to it.); and

• the accuracy of comparator* measurements.

REDUNDANCE OF MEASUREMENTS

The redundance of measurements can take place in three ways: number of comparator
measurements for each image point of each picture; number of frames at each station,** and
number of stations; and number of targets for each object point (an object point is defined as
the barycenter of n neighbouring targets).

PREDICTION OF ACCURACY

THE METHOD OF ACCURACY PREDICTORS

Accuracy predictors are formulas or diagrams which give accuracy as a function of the
principal parameters of a photogrammetric system. The aim of accuracy studies is precisely
to provide simple and reliable accuracy predictors. Accuracy predictors can exist only for
simple configurations of the data acquisition system (for example the symmetric case of the
pair) which happily are the most frequent in practice.

The method of mathematical models, though more complex, presents on the other hand
more possibilities.

THE METHOD OF MATHEMATICAL MODELS

The method of mathematical models consists in building fictitious data, that is, the image
coordinates of each object point, and then in simulating the image coordinate error for each
image point. After computation, photogrammetric spatial coordinates are compared to the
original "true" coordinates, and the accuracy is estimated and compared with the accuracy
estimated from practical experiments. If the mathematical model is correct, it can be used to
predict accuracy in any particular case.

The essential part of the mathematical model is of course the simulation of the image
coordinate error. This can be done in two ways.

Analytic formulation of each kind of error. This is the case for different mathematical
models considered in aerial photogrammetry. For example Meier,9 considered the coordi
nate errors in the left and right hand photos as a function of film deformation dSi,
irregularities in the emulsion and the film support dr" as well as the optical errors dr2' with
the formulation

dSi = Fo + Fi S

dri = (Vo + Vi s) ~

dn = k i + b (~)

where S negative side, p principal distance, and r radial distance.
To these systematic errors, it would be convenient to include the setting measurement

error, but Meier9 didn't (it should be noted that it was the purpose in Meier9 to simulate
analog plotting with the Planimat).

Synthetic formulation. It is assumed as a first (and often, sufficient) approximation, that
the distribution of the errors is normal X(O, a), as are those for the image coordinates x and
y which are otherwise considered independent.

The second model is of course simpler than the first one. We will see that it seems very
satisfactory for the case of a pair in analytic close-range photogrammetry; therefore, we need
no longer consider the first model.

Now, if the existence of a mathematical normal model can be proved for a given topology
(that is for focal lengths, number of stations, and number of image measurements fixed), it is
possible to use it for the following aims:

(a) Determination of the optimal geometry for a given topology, that is, determination of
the position of stations which provide the best accuracy. It should be noted that here the
choice of the standard deviation a of the normal law is of no matter. As a matter of fact,

* We suppose all the measurements (x and y) to have the same accuracy u.
** We suppose that only one camera is used at each station.
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the RMS spatial residual RXYZ is proportional to the standard deviation IJ of the measure
ments, that is, RXYZ = qIJ and, if we consider two different geometries 1 and 2 and attempt
to estimate the accuracy gain g (reference geometry 1), we have

where g is independent of IJ.

(b) Determination of an optimum computational method for a given geometry. Again,
there is no need to know the value of the standard error.

(c) Prediction of the absolute accuracy of one particular geometry for a given topology
(fixed number of stations), fixed physical characteristics (emulsion, objective quality, and
comparator accuracy), and fixed number of image measurements. But this is only possible if
we have a good estimation of the standard deviation IJ, an estimation which should be
derived only from practical experiments.

As I stated earlier, the normal model is satisfactory for the simpler photogrammetric
systems. I don't know if this is true for n-station geometries, but it seems likely enough.

THE STEREOPAIR (SYMMETRICAL CASE)

INTRODUCTION

In the symmetrical case, the two camera axes make the same angle with the base. Of
course, this has to be understood in a comprehensive way: practically, the angles should not
differ by much more than 10 grads. Even in this simple case, it is difficult to find in the
literature practical accuracy studies with some statistical value. Indeed a lot of time, instru
mentation, and money are necessary to perform such studies.

Subsequently I chiefly use two data sources:
(a) Accuracy studies performed by the IGN5.6.
The IGN studies employed the following photogrammetric system:

• metric cameras, with Gevapan 33 emulsion;
• symmetrical case;
• Zeiss Asco-Record comparator; and a
• 10 m by 12 m by 2 m (width, height, depth) test-field with the following accuracies for micro

geodesic target determinations:
30 JLm for the x-axis (parallel to the base),
60 JLm for the y-axis (horizontal, perpendicular to the base), and
70 JLm for the z-axis (vertical).

(2) studies performed by the KararaJAbdel Aziz team.l.2
The questions which will be examined here more or less exhaustively are the following:

• The effect of measurement redundance (evolution of accuracy with repetition of comparator
measurements per image point, with the multiplication of neighboring targets defining an object
point, and with the multiplication of frames per station; maximum accuracy; independence of
the parameter measurement redundance and of the parameter geometry; and evaluation of the
RMS bias of the photogrammetric system);

• The effect of the geometry (ratio of the base to the mean object distance, and camera axis con
vergence; and evolution of accuracy with the number of control points if a control net is used in
the system);

• The prediction of accuracy (simulation accuracy predictor, and KararalAbdel Aziz predictor,
comparison and validity); and

• The use of non-metric cameras.

I won't study the effect of computational methods on accuracy.
The most important results (IGN),5.6 relating to the first two questions are summarized in

Tables I and 2 which record gains in accuracy when varying different parameters. The ac
curacy criterion is always the RMS spatial residual rXYZ, referred to the image plane and
expressed in micrometers. The reference case is always for a given geometry and camera,
the one most economically and quickly applied (only one right and left setting per object
point).

IfrXYZ and rMXYZ are the RMS and maximal spatial residuals for the reference case, and
r'XYZ and r'MXYZ are the corresponding quantities for the studied case, the accuracy gain g
is defined as
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= rXYZ - r'XYZ X 100 = 100 (1- r'XYZ)
g rXYZ rXYZ

= 100 (1- r'MXYZ)
g rMXYZ

355

(12)

EFFECT OF MEASUREMENT REDUNDANCE

Principal results. The principal results of the effect of measurement redundance appear in
Tables 1 and 2. It should be pointed out that a considerable amount of data were employed.
On the whole, 60 plates have been studied, and 80,000 individual settings executed with the
comparator.

The target-centers of the test field (10 m by 12 m by 2 m) were determined from a con
ventional micro-triangulation (accuracy as noted earlier); two metric cameras were em
ployed (TMK with 60 mm focal length, and UMK with 100 mm focal length); and for each
camera three different geometries were used (the three base-to-object-distance ratios are
0.86,0.33, and 0.14, with a convergence of the two camera axes of 40 grads for the first ratio
and zero for the other two). For each geometry and camera, five stereopairs were acquired
without moving the camera (five frames per station). Only one emulsion was used (Gevapan
30, 125 ASA).

The measurements were performed with a Zeiss Asco-Record monocomparator.
For each measurement combination (N, settings per image point; N 2 targets per object

point; and N 3 frames per station. On the whole N, by N 2 by N 3 left measurements and the
same number for right station) the computational procedure was as follows:

• average of the N, settings per image point;
• superposition of the N 3 frames of a station by means of a homographic transformation com

puted with the image points; and
• analytical restitutions of the two summarized frames by the means of the direct linear transforma

tion method (resections in space with direct determination of eleven prameters for each bundle,
followed by the determination of spatial coordinates). Fifteen object control points* have been
used for each computation.

Finally one takes the average of the determinations of the N2 neighbouring targets relating
to each object point. Then the RMS and maximum spatial residuals are estimated from at
least 15 check points.

Tables 1 and 2 show that:

• The maximum average gain of accuracy is about 30 per cent when increasing the number of set
tings per image point. Furthermore, there appears to be no correlation between the gain in
accuracy, the camera type, and the geometry.

• The maximum average gain ofaccuracy when increasing the number of targets defining an object
point is about 40 per cent. There is no apparent correlation between the gain in accuracy, the
camera type and the geometry.

• The maximum average gain of accuracy when increasing the number of frames per station is
about 40 per cent. Again, there is no apparent correlation between the gains in accuracy, the
camera type, and the geometry.

Furthermore, the two parameters, number of targets per object point and number of
frames per station, are more efficient than the parameter number of settings per image point.
For a given total number of measurements it is preferable to choose a combination (frames,
targets, settings) with a large number of targets or frames.

Now we possess the answers relating to the three ways of varying the redundance of
measurements per object point. Thus, it can be deduced from our observations (this is sum
marized in the lower part of Table 1) that absolute maximum accuracy gain is obtained only
when mixing the three parameters of measurement redundance, and that practically for a
correct choice of the combination (number frames per station, number of targets per object
point, and number of settings per image point) there is no additional gain beyond seven to
nine comparator measurements whatever the camera and the geometry (See, for example,
Figure 5. Other examples can be found in Hottier5·6).

The maximum accuracy gains that were obtained are in the lower part of Table 1. They
average 51.3% for rXYZ and 54.8% for rMXYZ.

* Of course, if it is decided to define an object point with N 2 neighbouring targets, the same option is
valuable for the control points: 15 control points with N2 = 2 mean then 15 pairs of targets.
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GAINS OF ACCURACY (PHOTOPAIR: SYMMETRICAL CASE) WITH REDUNDANCE OF MEASUREMENTS PER OBJECT POINT (PERCENTAGES) ::r:TABLE 1.
0....,

Cameras TMK (1-5) TMK (6-10) TMK (11-15) UMK (1-5) UMK (6-10) UMK (11-15) 0
0

ratio r = B/O 0.86 0.33 0.14 0.84 0.33 0.14
$:
~
~rXYZ rMXYZ rXYZ rMXYZ MMinimum accuracy (1 frame, 1 8.2 21.3 13 24.3 35.6 99.4 7.2 15.3 10.7 22.6 26.9 55.9
....,

"target, 1 setting) umit:JLm
nGain of accuracy with number of 2 19.5% 19.2% 17.0% 20.0% 4.5 13.2 12.5 16.3 18.7 13.3 13.4 - 7.0 Msettings/image point 3 21.9 24.4 26.0 30.0 10.4 10.5 13.0 18.9 22.4 28.8 18.7 -14.8 Z(1 frame/station; 4 23.2 29.1 27.7 36.2 0-1 target/object point) 5 28.0 39.0 29.2 24.7 Z
M6 30.5 40.4
M7 28.0 35.7

"Gain of accuracy with number of 2 32.9 40.4 18.4 13.2 7.9 16.6 9.7 3.3 - 1.0 - 5.0 6.7 10.5 Z
0targets/object point 3 47.6 59.1 23.1 18.5 14.3 28.6 22.2 28.1 30.8 47.8 31.3 41.3
~

(1 frame/station; 4 54.9 71.4 27.6 36.6

"
1 setting/image point) 5 53.7 69.9 21.5 33.7

M6 57.3 73.2
~7 54.9 71.8 0....,Gain of accuracy with number of 2 28.0 42.7 30.7 21.8 15.7 10.4 9.7 8.5 1.0 - 4.0 26.9 20.4 Mframes/station 3 46.3 55.9 44.6 43.2 35.1 38.5 30.6 38.6 33.6 33.2 29.8 41.3 en
M(1 target/object point; 4 54.9 68.5 48.4 51.0 28.1 29.3 25.0 34.0 37.4 38.9 36.6 34.9 Z1 setting/image point) 5 52.3 51.4 26.7 33.1 31.9 40.5 49.5 61.9 35.1 24.9 en
ZMaximum accuracy gain (At least 61% 77% 54 49 52 47 42 41 49 60 50 55 _02 frames/station, 2 targets/object

......points, 2 settings/image point)
CD
-1
Q")
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TABLE 2. AVERAGE ACCURACY GAINS WITH REDUNDANCE OF MEASUREMENTS PER OBJECT POINT
WITHOUT CONSIDERING THE RATIos r = B/O
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(13)

TMK UMK TMK + UMK Theoretical

rXYZ rMXYZ rXYZ rMXYZ rXYZ rMXYZ
gain

Gain of accuracy with number 2 13.7% 17.5% 14.9 14.8 14.3 16.1 29%
of settings/image point 3 19.4 21.6 18.3 23.8 18.8 22.7 42
(1 frame/station; 1 target 4 25.4 32.6 26.4 32.6 50
object point) 5 28.6 31.8 28.6 31.8 55

Gain of accuracy with number 2 19.7 23.4 5.1 19.7 23.4 29
of targets/object point 3 28.3 35.2 28.1 39.1 28.2 37.1 42
(1 frame/station; 1 setting/ 4 40.9 54.0 46.9 59.6 50
image point) 5 38.0 51.8 38.6 51.8 55

Gain of accuracy with number 2 24.8 25.0 18.3 14.4 21.5 19.7 29
of frames/station 3 42.0 45.9 31.3 37.7 36.6 41.8 42
(1 target/object point; 4 43.8 49.6 33.0 35.9 38.4 42.7 50
1 setting/image point) 5 39.5 42.2 38.8 42.4 39.1 42.3 55

sL:~~~~~:.i.
I 5 /0 1$ 20 25 JO 35

Nu",h#lr 0/
measurements

FIG. 5. Accuracy as a function of number of measurements per object point.

We have also collected in Table 3 the accuracy gains supplied from the measurement
combination of one setting per image point, three targets per object point, and three frames
per station.

Thus, under normal conditions (that is, with a reasonable number of measurements), one
statistically obtains a 50 per cent gain about the RMS residual and the maximum residual.
The gain seems to be independent of the geometry and the camera type (metric camera).

It is interesting to note that it is not sufficient to increase the frames per station if
maximum accuracy is desired; it is necessary to mix the increase in frames and increase in
targets per object point. The two parameters present a combined effect and probably concern
two different errors sets.

Independence of the accuracy gain and of the geometry. This independence can be
empirically determined. It also can be derived theoretically on the assumption that the
distribution of errors is normal. This assumption is confirmed by the experiments described
earlier.

Under these conditions the RMS residual is proportional to the standard deviation, that is,
RXYZ = q a. where a o is a function of the equipment (camera, emulsion, and comparator)
and q is a function of geometry. Then, if we increase the number of measurements, a.
becomes at < ao, and the gain in accuracy is

q at at
g=l--=l--·q a. a o

The gain in accuracy is independent of the geometry.
Comparison between experimental and theoretical gain and evaluation of the RMS bias
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. / (T2 ' M"V E f32 + ~ instead of V r'i:
where (To is the RMS error of the measurements.

Of course, v'E f32 depends on the measuring procedure, and we can distinguish:
v'E f3r, the RMS bias relating to the increase in settings per image point (one target per object

point, one frame per station);
v'E f3~, the RMS bias relating to the increase in the number of targets defining an object

point (one setting per image point, one frame per station);
v'E f35, the RMS bias relating to the increase in the frames per station (one setting per

image point, one target per object point); and
v'E f32, the RMS bias relating to the photogrammetric systems of maximum accuracy.

Then for a given n-measurement procedure, for example the first one, we have (from
Equation 13)

ofthe system. Theoretically, for n comparator measurements, the gain in accuracy should be

g = 1 -"* . (14)

The last two columns of Table 2 show that there is no agreement between the theoretical
and experimental values. Moreover, there is a stabilization of the accuracy beyond 7 to 9
measurements. This is due to the bias of the measurements. If we designate by v'Ef32 the
RMS bias of the different photogrammetric systems (which differ according to the camera,
the comparator operator, the redundance of measurements, etc.) used in these experiments,
we now consider that after n measurements the standard deviation of the equivalent normal
error law is

(15)
instead of Equation 14.

From Table 2 (third column) and Equation 15 it is possible to estimate EM, that is,

v'Ef3~ _. /(1 - gn)2 - lin'
a;;- - V 1 (l gn)2 (16).

The estimates found for the three ratios (RMS bias/(To) and computed from the different
available values of n are the following:

n v'Ef3f/(To v'Ef3~/(To v'Ef3fJ/(To
(Settings) (Targets) (Frames)

2 0.94 0.64 0.55
3 0.98 0.61 0.34
4 0.83 0.39 0.46
5 0.79 0.55 0.52

RMS Average 0.89 0.55 0.47
These estimates should be interpreted with regard to the estimated value of (To, the

standard deviation of the normal equivalent low for the reference measuring procedure (one
setting per image point, one target per object point, one frame per station) which is
estimated as (To = 2.46 /-Lm.

It is also possible to estimate the residual RMS bias when obtaining the maximum
accuracy. This last one, given above, is obtained with mixed combinations (settings, targets,
frames). From Table 3 (gg = 47%), and estimation of maximum accuracy gain (g = 51.3%), we
obtain

0.49 < v'Ef32' < 0.56.
Finally, the measurements residual RMS bias of the photogrammetric systems considered

(TMK or UMK camera, Gevapan 33 emulsion, Zeiss Asco-record monocomparator, at least
three targets per object point or three frames per stations) is

v'Ef32 = i (To = 1.23 /-Lm

which is very close to the standard deviation of the comparator individual settings' (which
has been estimated to be = 1 /-Lm from repeated measurements with the same operator).

Practical choice of the combination (settings, targets, frames). This question is

• See Appendix B for an attempt at theoretical justification of this fact.
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TABLE 3. ACCURACY FOR THE MEASUREMENT COMBINATION,
ONE SETTING PER IMAGE-POINT, THREE TARGETS PER OBJECT-POINT,

AND THREE FRAMES PER STATION.

RMS residual Maximal residual
(rXYZ) accuracy (rMXYZ) accuracy

Camera R = B/O gain (%) gain (%)

TMK 0.86 61 72
0.33 49 39
0.14 53 49

UMK 0.24 38 39
0.39 29 45
0.14 51 56

Average gain (%) 47 50
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economically important. We saw that increasing the number of measurements produces a
gain in accuracy at the very most of 50 per cent (at least for the photogrammetric systems
considered). However, for attaining the maximum accuracy, at least 7 to 9 measurements per
image point (14 to 18 per object point) are necessary (Figure 6).

The corresponding number of measurements can appear quite large. However, it is not
overly costly; even with a high number of measurements, the cost of the comparator
measurements in the total budget, for reasonable amount of object points (30 < n < 150), is
not more than 10 per cent of the total budget (ground operations, data preparation and treat
ment, etc.).

On the other hand, if few comparators are available, a severe loss of time can occur. It is
chiefly for this reason that it is important to reduce the number of measurements.

From Figure 6, which condenses results from several pairs, it is clear that the improve
ment is rapid from one to three-to-four measurements (the gain of accuracy is then 40 per
cent), but rather slow beyond that number.

Then combinations such as one setting, one target, and three frames, or one setting, two
targets, and two frames give accuracies (accuracy gain, 40 per cent) approaching the
maximum accuracies (maximal accuracy gain, 50 per cent).

THE EFFECT OF GEOMETRICAL CHARACTERISTICS

I distinguish here two sorts of characteristics.
(a) Geometric characteristics.
In the symmetrical case (Figure 7), the only one considered here, the geometry is charac

terized by two parameters: the base to object distance ratio, r = BIG; and the convergence
of the two optical axes, 2<fl.

For large values of r, rand <fl are not independent. For example, if 0.7 < r < 1, the angular
field of presently available metric cameras will have a convergence of about 2<fl = 40 grads.

(b) In case of the use of a control net, the number and the disposition of control points.

The effect of geometry: experimental results. Experimental results are shown in three
graphs (Figures 8, 9, and 10) which give both the RMS and maximum residuals rXYZ and
rMXYZ (as referred to the image plane), and similar quantities for the X and Z components,

2. J "" 7 B !J 10 II 12
Numher 0/
"'H!O'.3vr~rnenls

FIG. 6. Per cent gain in accuracy as a function
of the number of measurements per image point.
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FIG. 7. Geometry of the symmetrical case.
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FIG. 8. Accuracy as a function ofthe ratio r = BfO.
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for different value ofr, five distinct metric cameras (TMK, SMK, UMK, and two C40), and for
maximum accuracy (for minimum accuracy, obtained with the combination one setting, one
target, one frame, the ordinates should be multiplied by two).

There is a rapid gain in accuracy when r is increased from 1/7 (0.14) to 1/2 (0.5) with no
convergence. At this point, there is a lack of experimental results. For 0.7 < r < 1 (with 2 <I> ='

40 grads), there is only a slight accuracy gain.
The maximum accuracy (obtained with 0.7 < r < I and 2 <I> == 40 grads) can be character

ized by the following values:
rXYZ = 4.0 p.m rX = 1.5 p.m rZ =1.8 p.m

rMXYZ = 8.0 p.m rMX = 4.0 p.m rMZ =3.6 p.m
The effect ofthe number and disposition ofcontrol points. (For more details see Appendix

B). For a given stereopair computed with n control points (equidistribution in the volume),
the following law can be proposed:

rXYZ =V1 + ;n' roXYZ (17)

where r is the number of unknown parameters for the external orientation of the bundle and
p is the number of observation equations per control point, roXYZ being the maximum
accuracy that can be obtained from the data (plate coordinates of the image points) of the
stereopair.

If Equation 17 is true, one must obtain, in a statistical way,
rXYZ

•~ = ct = roXYZ.
VI + pn

The verification concerns six couples (three different ratios B/O) for different values of
n:n" n 2, ••• , nk' At first, for each couple, r.,xyZ is estimated from

k
1 ~ rXYZwroXYZ - £..

k 1. /1 + ~
V pni



ACCURACY OF CLOSE-RANGE ANALYTICAL RESTITUTIONS 361

Then, for each number nj, the mean of the ratios rXYZlroXYZ is computed and compared

to its theoretical value VI + -!.-'
pni

(a) Collinearity equations: resections in space with the method of direct linear transforma
tion and n control points. For r = 11 and p = 2, the following comparison can be made:

n 7 10 15 23 28

(rXYZlroXYZ) 1.36 1.21 1.15 1.15 1.13

VI + 11 1.34 1.24 1.17 1.11 1.09
2n

(b) Relative orientation and adjustment to n control points. For r 7 and p = 3, the
following comparison can be made:

n 4 6 10 15 23 28

(rXYZlroXYZ) 1.24 1.20 1.11 1.04 1.10 1.05

ViI + 7' 1.26 1.18 1.11 1.07 1.05 1.04
3n

Another experimental result is that accuracy is not increased when we define each object
point with t neighboring targets instead of one. This, in our opinion, comes from the fact
that the bias of the measuring system is not changed. It can statistically decrease only if the
geometrical disposition of the control points is modified.

Finally, the maximum average accuracy gain is 20 to 30 per cent when the number of
control points is increased.

PREDICTORS OF ACCURACY

Simulation predictor-Equivalent normal error law. Several fictitious pairs (plate
coordinates contaminated with a normal error of2 J.Lm standard deviation) were created and
computed under the same conditions as actual pairs in order to answer three questions:

(a) Does there exist an equivalent normal error law.N'(O, ao) which accounts for the experi
mental curves of Figures 8, 9, and 10?

(b) Is it possible from such curves to predict accuracy in large depth volumes (needless to
say that in such a case the control net should cover the whole volume)?

(c) Does accuracy vary in a significant way with the convergence of the optical axes?
The corresponding accuracy predictors are shown in Figures 11 and 12. (The predictor of

the RMS spatial residual rXYZ comes directly from the smoothing of the different obtained
values. It is the same for rX, rY, and rZ, but with the condition r2X +r2Y + r2Z = r2XYZ).

Now it is possible to give the following answers to questions (a), (b), and (c):
(a) For 0.1 < r < 1.0, the real maximum accuracy curves (Figures 8, 9, and 10) can be ap

proximated in a very good way by the accuracy curves built from fictitious data contami
nated with normal errors of standard deviation

a o = 1.23 J.Lm. (18)

This value has been found by computing the best affinity coefficient between the curve of
Figure 8 and the curve of Figure 11. The fitness ofthe affinity adjustment is illustrated by the
Figure 13.

As a consequence, the equivalent normal law of minimum accuracy (two times lower then
maximum accuracy), which corresponds to the combination one setting, one target, one
frame, has a standard deviation a'o = 2 x 1.23 = 2.46 J.Lm.

It is interesting to compare the value of a'o with the value of a, the standard deviation of
the error measurements estimated from resections in space with the rigorous method (com
pensation ofthe measurements). From 12 different plates (one setting, one target, one frame),
we obtain on an average the estimation s = 2.76 J.Lm with confidence limits at the five per
cent level of 2.47 J.Lm and 3.05 J.Lm. This value is in good agreement with the value of a'o·
Nevertheless, it can be pointed out that a seems to be slightly, but significantly, superior to
a'o (perhaps because of residual distortion).

(b) The answer to question (b) is yes, at least for current uses of such curves. It is seen
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FIG. 11. Accuracy predictor (RMS spatial residual rXYZ) from simulation with a normal error distribution
(standard deviation of 2 p.m).
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V 2'aXYZ = 1 + ;:2 a.

from the simulations (Figure 11) that, given a deep volume, it is possible to estimate with a
reasonable precision the accuracy at any depth. It is sufficient to compute the corresponding
base-to-object-distance ratio, and to read the values of RMS residuals. This supposes, of
course, that there is no extrapolation outside the volume of the control net.

(c) The Answer seems to be no, at least for the ratio base-to-object-distance range 0.1 to 1.5.
KararalAbdel Aziz predictors. Karara and Abdel Aziz1.2 have studied the problem in

another way by considering the accuracy only at the central object point (Figure 14), the im
plicit assumption being that the accuracy at the central object point can reasonably repre
sent the accuracy of the whole overlap.

The formulas which give the errors ax, ay, and az (X axis parallel to the base, Y axis
perpendicular to the object) referred to the image plane (that is, multiplied by plO, where p
is the focal length and ° the object distance) are

l 1 + tan a tan cP a
ax = v'2 1 - tan (a - '<f'~ tan cp

2
ay = r ax

l l/cos cP a
az = V2 1 - tan (a - cp) tan cp (19)

where a is the standard deviation of the error measurements, cp is the angle which the camera
axis makes with the direction perpendicular to the base, and a is the angle which the line
joining the central point C of the object space and the perspective center makes with the
perpendicular direction to the base.

For the normal case we have (cp = 0)

_ -fL _ V2a. =.JL .
ax - V2; ay - -r-' az V2'

(20)
For the case where the camera axes are directed towards the central point (cp = a, tan cp =

r/2),
_ a V2a. _ q

ax - , J7\ . ay = az - V2v 2 cos2 cp , r cos2 cp , 2 cos cp

1 VI + cos cp 2 'aXYZ = -- + - . tan cp = r12.
cos cp 2 r2 ' (21)

(Note that this last case is very important in practice when strong base-to-object-distance
ratios are used.)

In Table 4 values ofaXYZ are listed for values of r (ratio base-to-object-distance) between
0.1 and 2 and for a = 2 ILm. This is done for the normal case (cp = 0) and for the case where
the camera axes are directed towards the central point (tan cp = r/2). Also in Table 4 the
values ofthe RMS residual rXYZ have been listed as determined from the simulation predic
tor (Figure 11).

The following points are to be observed:

• The central case gives theoretically (for the central point) a slightly lower accuracy, but it is not
very sensible. For example for r = 0.05, we have oXYZ = 6.2 /Lm instead of 6.0 /Lm for a con
vergence of 31 grads between the two optical axes.

• There is good agreement between the Karara/Abdel Aziz predictor uXYZ and the simulation pre
dictor rXYZ (Figure 11), and subsequently between the Karara/Abdel Aziz predictor uXYZ and
experimental accuracies (we proved (Figure 13) the agreement between the simulation predictor
and experiments) at a 20 per cent level for the ratio range 0.1 to l.0.

• However, the simulation predictor rXYZ seems to be systematically superior to the accuracy
uXYZ at the central point, and the difference eclipses the difference between the normal and the
central case for ratios between 0.1 - l.0. In addition, the random variations ofrXYZ (Figure 11)
also appear to be much more important than the slight difference between the normal and the
central case.

Other remarks can be derived from a comparison between the values of the Karara/Abdel
Aziz predictor, which gives the accuracy at the central point, and the experimental curves of
the RMS residuals (Figures 8, 9, and 10).
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FIG. 13. Adjustment of the sirnulation predictor and FIG. 14. Definition of the central point C.
of the experiments.

TABLE 4. COMPARISONS OF NORMAL CASE AND CENTRAL CASE AND
COMPARISON OF THE KARAWABDEL AZIZ PREDICTOR UXYZ AND THE

SIMULATION PREDICTOR rXYZ (FIGURE 11)
(Uxyz; UNIT p.rn; ONLY NORMAL ANGULAR FIELD IS CONSIDERED).

ratio RMS residual
base/object (simulation

distance Normal case./ Central case predictor)
r U'XYZ q:(grads) U'XYZ rXYZ

0.1 28.4 p.rn 3.18 28.4 p.rn 35.0 p.rn
0.2 14.3 6.31 14.3 15.0
0.3 9.6 9.5 9.7 12.0
0.4 7.3 12.6 7.5 9.0
0.5 6.0 15.6 6.2 7.4
0.6 5.1 18.5 5.3 6.6
0.7 4.5 21.4 4.8 6.0
0.8 24.2 4.4 5.3
0.9 26.9 4.1 5.2
1.0 29.5 3.8 5.0
1.5 41.0 3.3 5.6
2.0 45.0 3.3 5.0

The predictor gives for the X component (normal case) aX = ct, but experimental and sim
ulated results show that the RMS residual in X rapidly decreases when the ratio goes from
0.1 to 0.5. The same remark holds for the Z component. In addition, the constant value ofaX
for a = 2 J.Lm is 1.4 J.Lm when the value of rX is "" 2 J.Lm for r > 0.6.

It can be concluded that (at least for 0.1 < r < l.0) the accuracy at the central point cannot
represent in an ideal way the average accuracy over the whole object plane, particularly for
small values of the base-to-object-distance ratio. (Besides, it is obvious that, for small values
of r the central point accuracy overestimates the average accuracy. The central point XY ac
curacy is of course constant, but it is not the same for corner points, and this is probably the
explanation for the fact that we found the RMS residual rXYZ systematically superior to the
central accuracy aXYZ.)

NON-METRIC CAMERAS

The source for non-metric cameras will be chiefly the American authors Karara and Abdel
Aziz l •2 who have studied the accuracy of the photopair (symmetrical case) for five different
non-metric cameras.
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Karara/Abdel Aziz trials. The characteristics of the five cameras (and their prices) are
listed below:

(22)

(23)

Approx.
Price ($)

15
300
500

Image
format
(mm)

12 x 12
120 x 100

36 x 24

Focal
length
(mm)

43
135

50

Camera and lens
Kodak Instamatic 154
Crown Graphic-Graphexj/4.7
Honeywell Pentax
Super Takumar filA
Hasselblad 500-Planar fl2.8 80 55 x 55 550
Hasselblad MK70-Biogon fl5.6 60 55 x 55 4500

The geometry of the picture taking (Figure 15) was the same for all the cameras (targets in
two planes, determined with an accuracy better than 0.1 mm). For each camera, five photo
graphs (camera hand-held) were taken at both stations (ten plates for each camera).

At first the authors studied the means to reduce film deformation and lens distortion by
using different mathematical models (accounting for linear deformations and radial distor
tion with polynomials of different degrees, and eventually for asymetrical lens distortion
due to non-linear film deformation).

The conclusion is very neat. A sophisticated model is not required, a model with linear
film deformations and radial distortion represented by !1r = k r 3 (r = radial distance), con
sidering the number of supplementary unknowns to be introduced in the computations,
being the most efficient and economical. Others refinements seem to be unnecessary.

With this model, the average RMS plate residuals a o estimated for each camera from ten
resections in space are given in Table 5.

Furthermore, in Table 6, the estimated values for the mean RMS spatial residuals rXYZ,
rX, rY, and rZ (in micrometers referred to the image plane) in the planes 1 and 2 are given.

Comparison of experimental and predicted accuracies. We have two predictors at our
disposal.

(1) The predictor obtained from simulations, and which concerns the RMS residuals
(Figures 11 and 12).

For r = 0.73 (case of the envisaged geometry plane 1), we read on the prediction curves
that, for ao = 2 /-Lm, we can anticipate rXYZ = 5.6 /-Lm, rX = 1.8 /-Lm, rY = 4.5 /-Lm, and rZ =
2.5/-Lm .

For any other value ao , we multiply these quantities by a o/2, so that
rXYZ = 2.80 ao; rX = 0.9 ao; rY = 2.25 ao; rZ = 1.25 a o

(2) The Karara/Abdel Aziz predictor which concerns the central point accuracy:

aXYZ = VaX2 + aY2 + aZz
aX = _1_ 1 + tan ex tan cP a' aY = 2

r
aX;

v'2 1 - tan (ex - <p) tan <p 0'

_1_ l/cos cP a .
aZ = v'2 1 - tan (ex - <p) tan <p 0'

in which <p = 15° and tan ex = f = 0.365.

Then we obtain for the envisaged geometry (plane 1)
aXYZ = 2.44 ao; aX = 0.79 ao; aY = 2.18 ao; aZ = 0.75 ao

15.2
II.5
3.9
6.1
5.0

RMS plate residual (J.Lm)
(To

TABLE 5. EVALUATION OF ERROR MEASUREMENT
FROM RESECTIONS IN SPACE (COMPARE WITH

METRIC CAMERAS: THE RMS PLATE RESIDUAL WAS
FOUND TO BE So = 2.8 J.Lm).

Camera

Kodak
Crowngraphic
Honeywell Pentax
Hasselbled 500 C
Hasselbled MK70

S1r-----::-::;::-:-::--"",,
" = 15°1
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I
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TABLE 6. NON-METRIC CAMERAS: COMPARISON BETWEEN EXPERIMENTAL AND
PREDICTED ACCURACIES IN MICROMETERS (A = EXPERIMENTAL VALUES;

B = SIMULATION PREDICTOR; C= KARARAIABDEL-AzIZ PREDICTOR)

Plane 1 Plane 2
rXYZ rX rY rZ rXYZ rX rY rZ

Kodak A 24.1 10.1 19.4 10.1 19.8 6.5 16.0 9.7
B 42.6 13.7 34.2 19.6 38.0 13.6 28.9 18.2
C 37.1 12.0 33.1 11.4 31.2 12.9 25.8 11.7

Crown A 34.3 10.1 31.7 8.3
B 32.2 10.3 25.9 14.4
C 28.1 9.1 25.1 8.6

Pentax A 7.4 2.2 6.7 2.2 9.6 3.6 8.6 2.4
B 10.9 3.5 8.8 4.9 9.7 3.5 7.4 4.7
C 9.5 3.1 8.5 2.9 8.0 3.3 6.6 3.0

Hass. A 17.9 5.3 16.7 3.8 17.0 5.4 15.2 5.4
500 B 17.1 5.4 13.7 7.6 15.2 5.5 11.6 7.3

C 14.9 4.8 13.3 4.6 12.5 5.2 10.3 4.7
Hass. A 13.8 4.9 12.4 3.4 12.0 2.4 ILl 3.7
MK70 B 14.0 4.5 11.2 6.2 12.5 4.5 9.5 6.0

C 12.2 3.9 10.9 3.7 10.2 4.2 8.5 3.8

Table 6 gives the experimental and predicted accuracies computed from the values of aD
(Table 5) and Equations 22 and 23 (Analog formulas were established for the plane 2).

It can be observed that, for the corresponding value of r (base-to-object distance), the two
predictors give nearly the same results, at least for rXYZ, rX, and rY. However, there is some
disagreement for rZ (vertical). The value aD for the Kodak camera (Table 5) is probably
over-estimated. The value to use in the predictors is 10 foLm rather than 15.6 foLm.

It is also interesting to compare the accuracy of non-metric and metric cameras. Ifwe use
2.5 foLm for aD, we find (Figures II and 12) for minimum accuracy of metric cameras
(r = 0.73), rXYZ = 7.0 foLm, rX = 2.25 foLm, rY = 5.6 foLm, and rZ = 3.1 foLm.

From all of the results obtained by Karara/Abdel Aziz, only the ones for the Pentax camera
give for the same measurement effort the same accuracy as metric cameras. All the other
cameras give a lower accuracy.

Maximum accuracy with non-metric cameras. All the Karara/Abdel Aziz trials correspond
to minimum accuracy conditions, that is, to minimum measurement redundance (one setting
per image point, one target per object point, one frame per station).

Added to these results are two trials performed at the IGN. The conditions of the picture
taking and measuring process are summarized as follows:

Camera Lens Focal length r cp(gr) Measuring process

Hasselblad 500 Planar 100 mm 0.29 12.5 3 frames/station and
Hasselblad 500 Distagon 40 mm 0.44 18 3 setting/image point
After averaging the settings for each frame, the three frames of each station were super-

posed by the means of a homography. The computation conditions were analogous to those
of Karara and Abdel Aziz (particularly for the Distagon camera where an image-refinement
method was practiced, i.e., plate-residual filtering and correction). The number of control
points was 27.

It can be seen (Table 7) that the maximum accuracy obtained from the best non-metric
cameras is nearly the same as that obtained for metric cameras.

Note that the RMS values of plate residuals were 3.05 foLm for the Planar and 2.98 foLm for
the Distagon. Thus, in contrast to minimum accuracy conditions, it is impossible to predict
real accuracy from such values. The maximum accuracy is obtained for a = 1.23 foLm (metric
cameras) and the use of the value 3 foLm would lead one to underestimate the accuracy. This
is not an isolated observation, and is also valid for metric cameras. In other words, the value
of a to use for accuracy prediction can be derived only from experimental accuracy studies.

NON-SYMMETRICAL CASE OF THE STEREOPAIR AND MULTI-STATION GEOMETRY

Studies of the non-symmetrical case of the stereopair are currently (August 1975)
underway at the University of Illinois. As for multi-station geometry, it is currently used by
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TABLE 7. MAXIMUM ACCURACY AND NON-METRIC CAMERAS.
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Experimental values
rXYZ rX rY rZ

Predicted maximum accuracy
for metric cameras

(Figures 8, 9, and 10)
rXYZ rX rY rZ unit:/Lm

Planar
Distagon

8.7
6.1

1.9 8.2 1.9
2.1 5.5 1.9

7.2
5.0

1.5 6.6 2.4
1.5 4.4 1.8

DBA Systems8 in a very original way. Long focal lengths (1000 mm), associated with small
angular fields (100 by 100) and multi-station geometry, seem to eliminate the need for control
nets. The use oflong focal lengths provides relative insensitivity to emulsion unflatness and
principal point error. Kenefick8 quotes other assorted advantages of the narrow angle, long
focal length cameras, e.g., constant resolution and no problems of variations of lens distor
tion with object distance. The use of more than two bundles with high convergence seems
to allow precise reconstruction of the object despite the narrowness of the bundles (which
would be impossible with only two bundles if there were no control net). The accuracy
obtained seems to be the same as in the symmetrical case.

CONCLUDING REMARKS

The results presented here are obviously incomplete and not definitive. I had only two
relatively abundant sources at my disposal for presentation in this report, and in my opinion
these results and other propositions are worth more verification and thorough investiga
tions, at last for theoretical aims. It is particularly true for the presented predictors, which
should require some refinements. It also would be interesting to estimate the measurement
RMS bias (in fact maximum accuracy) in photogrammetric systems other than the one studied
at the IGN (metric camera plus Gevapan 30 emulsion plus Zeiss Asco-Record comparator).
Finally, the study of accuracy with multi-station geometry is almost a virgin area.
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ApPENDIX A

ESTIMATION OF THE RMS SPATIAL RESIDUAL FROM CONTROL POINTS (AND NOT FROM

CHECK POINTS)

The estimation RXYZ of the "true" RMS residual RXYZ has been defined as

RXYZ =
I nnL [ (X iPH - XiT)2 + (Y iPH - YiT)2 + (ZiPH - ZiT)2

1 (A-I)
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where XiPH, YiPH, ••• , are the photogrammetrically computed spatial coordinates of n check
points well acounting for the object volume. It should be recalled that a check point is a
point whose true coordinates are not used in the computations.

If control points are used instead of check points Equation A-I gives a biased estimation
R'XYZ of RxYZ with (in a statistical way) R'XYZ < RXYZ. The accuracy estimated from
control points is, then, statistically overestimated.

However, .if only control. points are available, it can be seen that in many computational
procedures it is possible to compute a corrective coefficient K so that E(K x R'XYZ)
E(RXYZ).
FIRST CASE: RESECTIONS IN SPACE OF THE TWO BUNDLES WITH THE RIGOROUS LEAST-SQUARES

METHOD, AND INTERSECTION OF HOMOLOGOUS RAYS.

Let us call mio the observed image point corresponding to the control point Mi' The com
pensated image point, Mic , is the intersection of SMi with the plane of the picture ($ deter
mined by compensation) (Figure A-I).

The residuals of the observation equations are the two components Vix and V;y of the vector
m;;;niiC' As a consequence of the least-squares theory, we have

E(v;x) = E(Vill) = 0

1
S2 = 2--- L (Vix 2 + Vig 2)

n - r 1 (A-2)

where S2 is the unbiased estimation of the variance a2 of the comparator measurements and
r is the number of unknown parameters.

The following assumption is considered verified in a practical sense though not
theoretically correct, Le., all the residuals Vix and Viy (i = 1, n) obey the same law, with a
standard deviation av, and are independent. Under these conditions, an unbiased estimate
of av

2 is

2 I~( 2 2) 2n-r 2Sv = 2" "" Vix +V;y = -2-- S .
n 1 n (A-3)

Then it is possible to define the corrective coefficient K. IfRXYZ is the true RMS spatial
residual, we know that RXYZ = q a where a is the RMS error of comparator measurements
and q depends only on the object volume. It is, as a rule, the value obtained from a sufficient
check-point population.

If we consider an n control-point population, we will have
R'2XYZ = q'2 sv2.

(For a given control point, Mil the photogrammetric determination, M iPH , is obtained as an
intersection of two rays, 51 mio l and $2 mi02 , and subsequently the spatial residual MiMiPH is a
function only of the left and right residuals Vix and ViY)'

q' is a stochastic variable depending only on the choice of the n control points and is in
dependent of Sv such that E q2' = q2.

Then, from Equation A-3,

E(R'2XYZ) = Eq2' Esv2 = q2 2n2~ r a2

E(R'2XYZ) = 2~n-r R2XYZ.

Mj

MjPH

--

5
FIG. A-I. Geometry of the resection in space.
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(A-4)
where K= • /~ .

V2n - r

Results for several pafrs, for each of the three values 6,7, and 10 ofn, are listed in Table A-I.
In these cases, Equation A-4 becomes K=v.. 2n '.

2n - 9

And, finally, if RXYZ is the RMS spatial residual estimated from the check points,
E(RXYZ) = K X E(R'XYZ)

SECOND CASE: RESECTIONS IN SPACE OF THE TWO BUNDLES WITH THE DIRECT LINEAR
TRANSFORMATION METHOD FOLLOWED BY INTERSECTION OF HOMOLOGOUS RAYS.

The same justification as in the first case can be applied. The residuals Wi of the observa
tion equations are no longer the components of the vector m;;;m;c (Figure A-I) but are
functions of~c, i.e., Wi = f (Vi)'

However, in the general case, if the volume depth is not too great, it can be shown that Wi

is sensibly proportional to Vi and that
LW? minimum<=} LVi2 minimum.

In other words, the two solutions are practically identical. As a consequence:

E (R'XYZ) = V2n 2~ 11 E (RXYZ).

The results of the tests are given in Table A-2.

THIRD CASE: RELATIVE ORIENTATION AND LEAST-SQUARE ADJUSTMENT OF THE MODEL TO N

CONTROL POINTS.

The same assumptions are made in the third case as were made in the first and second
cases. The following equation was employed to obtain the results listed in Table A-3:

E (R'XYZ) '" J3n3~ 7' E (RXYZ) (A-5)

TABLE A-I. PROCEDURE WITH RESECTIONS IN
SPACE (RIGOROUS SOLUTION). TEST OF THE

FORMULA: (1'7r') '" V 2n/(2n - 9)

TABLE A-2. PROCEDURE WITH RESECTIONS IN
SPACE (DIRECT LINEAR METHOD). TEST OF THE

FORMULA: (i'lr') '" V2n/(2n - ll)

Pair r'XYZ rXYZ
reference n control check

Pair r'XYZ rXYZ r ~
reference n control check ? 'Ii~

Ren. 6 7.8 13.3 1.71
Ren. 6 4.2 11.3 2.69
Ren. 6 6.4 10.8 1.69

2.03
101 7 5.5 8.5 1.55
102 7 5.3 7.1 1.34
106 7 5.6 1l.8 2.11
107 7 13.0 16.4 1.26
II 7 29.0 37.3 1.29
12 7 19.2 37.1 1.93

1.58
101 10 4.6 9.8 2.13
102 10 5.0 6.9 1.38
107 10 15.2 14.3 .94
II 10 38.2 30.4 .80
12 10 22.7 33.6 1.48

1.35

2.00

1.67

1.35

101 7 5.3 7.57 1.43
102 7 4.9 7.4 1.51
106 7 3.8 10.9 2.87
107 7 8.7 18.0 2.08

1.97

101 10 4.6 7.7 1.66
102 10 4.9 7.1 1.46
106 10 5.1 9.5 1.87
107 10 12.7 15.3 1.21
II 10 31.9 32.9 1.03
12 10 22.4 34.6 1.55

1.46

101 15 5.2 6.3 1.22
102 15 5.9 7.3 1.24
106 15 5.5 9.0 1.65
107 15 13.7 15.3 1.11
II 15 29.3 29.7 1.02
12 15 25.2 33.2 1.32

1.26

101 28 5.5 5.7 1.03
102 28 5.8 6.9 1.20
II 28 26.8 28.9 1.08
12 28 25.0 35.3 1.40

1.18

2.16

1.49

1.26

1.12
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TABLE A-3. PROCEDURE WITH RELATIVE
ORIENTATION TEST OF THE FORMULA:

(Tlr') '" V3nl(3n - 7)

Pair r'XYZ rXYZ r~
reference n control check ? 3n-7

101 4 10.1 9.3 .92
102 4 7.1 8.8 1.24
106 4 3.6 10.4 2.89
107 4 27.1 19.6 .27

11 4 15.9 36.2 2.28
12 4 18.7 39.8 2.13

1.70 1.55
101 4 8.8 8.2 .93
102 4 5.7 8.6 1.40
106 4 7.7 11.8 1.53
107 4 13.0 19.6 1.51

11 4 18.9 38.4 2.03
Ren.l 4 10.4 14.7 1.41
Ren. 2 4 9.3 9.8 LOS

1.41 1.28
Tu.l 8 3.6 3.6 1.00
Tu.2 8 4.6 6.0 1.30
Tu.3 8 8.7 10.8 1.24

1.18 1.18
101 15 8.0 8.1 1.01
102 15 8.4 8.0 .95
106 15 9.3 10.0 1.08
107 15 17.3 18.3 1.06

11 15 33.7 31.5 .93
12 15 34.9 35.0 1.00

1.01 1.09

ApPENDIX B

EVOLUTION OF ACCURACY WITH THE NUMBER OF CONTROL POINTS

One particular computational method will be considered: Resections in space of the two
bundles with direct linear transformation (collinearity equations and eleven unknown
parameters per bundle) and then intersection of homologous rays. The resections are
computed from n control points whose coordinates we assume to be exactly known. It is an
experimental fact that the final accuracy of the object points depends on the number and
relative disposition of the n control points. Here we try to determine if there is a simple law
accounting for the corresponding accuracy variation.

The theoretical derivation is performed as follows: For each bundle the eleven unknown
parameters PI> P2, ... ,PII are determined from the least-square solutions of the observation
equations

PI Xj + P2 Yi + pa Zj + P4 _ ps Xj + ps Yj+ P7 Zj + ps
Xi = P9 Xi + PIO Yj + pu Zi+ l' Yj P9 X,+ PIO Y, + PIl Z, + 1

where Xi> Yi , and Zj are the spatial coordinates of the ith control point and Xi and Yi are the
plate coordinates.

The precision of the estimations of the eleven parameters is the variance (matrix)

PI
P2

[p with P =

pu
But this is not the accuracy. Then how is the accuracy estimated?
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In the case of a one-dimensioned quantity estimated from n independent measurements,
the mean-square-error VEe 2' of the mean of n measurements can be written as

Ee 2 = E f32 + a 2ln,
a being the standard deviation of replicated measurements and v'E'{32being the RMS bias
of the measuring system, which includes the estimated quantity. If systematic errors are
well corrected, it can be assumed* that

VE'7¥ = a
and subsequently

(B-1)

(B-4)

In the case of an r-dimensioned quantity P, estimated from n > r measurements, we can
generalize Equation B-1 as follows:

E ep epT '" (1 + ¥-) fp '" (1 + fi) f o (B-2)

where e p = P - PcP = true value ofP), fp = variance ofP, and f o = nlr f p , the mean variance
matrix of all elementary determinations of P (r measurements instead of n and control nets
with neighboring geometrical characteristics). fp is of course proportional to a 2, a being the
RMS error of comparator measurements. Thus we can rewrite Equation B-2 as

E ep epT = f'o [(1 + fi] a 2 (B-3)

with f'o independent ofa. This can be adopted as the accuracy of the resection. Thus, one can
conclude that the simplest way to account for the bias due to the resections operations is to
substitute for all accuracy questions the value Vi +-{i a for the value a.

As a consequence, the RMS spatial residual RnXYZ (resections with n control points), which
can be computed from check measurements after intersection of homologous rays and which
we know to be proportional to the RMS error of the comparator measurements, is proportional
to Vi + fi: a, i.e.,

RnXYZ = k Vi + t a

R"XYZ = V 1 + fi Ro·

THE TESTS

The raw results of the tests are recorded in Tables B-1, B-2, and B-3. Six different photo
pairs and three different base-to-object distance ratios (0.86 for 101 and 102,0.33 for 106 and
107,0.14 for 11 and 12) were employed. Table B-1 includes results for the direct linear trans
formation method, the principle of which was given earlier. Table B-2 presents results for the
method of relative orientation followed by a least-squares adjustment to a control net. Table
B-3 concerns the exclusive problem of relative orientation (number and definition of image
points). The accuracy criterion is the RMS spatial residual rXYZ (110m) referred to the image
plane in Tables B-1 and B-2, and the RMS residual parallax (110m) for Table B-3, computed
from more than 100 distinct check targets. For each value of n (number of control points for

* This can be justified as follows: It can be thought that the heart of the measuring process is the
realization of a coincidence between two "spots", one of the measuring device and one of the
measured quantity. In fact, a spot never appears to the observer as a point (mathematical concept) but as
a brilliance gaussian distribution with a standard deviation <Tc ; and two different spots are known as
distinct only when the sum ofthe two curves present a central minimum, that is, ifthe distance between
the two spots is greater than 2-3<Tc (Figure B-1). In other words, the definition of the spot of the measured
quantity is defined with an RMS bias of <Tc . In addition, for the same reasons, the observation error for
the coincidence also has a standard deviation <Tc , which we can assume for a well elaborated, precise,
and calibrated measuring device to be equal to <T (standard deviation of the elementary replicated
observations). Finally the RMS bias is equal to <T.

I)
1&.-

'~d-oc

,\lr. central minimum

A
-d·~oc

fTftltAtro/ ",inimum ".,1~I minimwn

FIG. B-1. Gaussian distribution of a measurement.
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TABLE B-1. RESECTIONS IN SPACE FOLLOWED BY
INTERSECTION OF HOMOLOGOUS RAYS.

RMS SPATIAL RESIDUAL rXYZ (REFERRED TO THE
IMAGE PLANE) WHEN VARYING THE UMBER AND

DEFINITION OF CONTROL POINTS.

TABLE B-2. RELATIVE ORIENTATION FOLLOWED
BY LEAST-SQUARE ADJUSTMENT WITH N CONTROL

POINTS. RMS SPATIAL RESIDUAL (REFERRED TO
THE IMAGE PLANE) WHEN VARYING NUMBER AND

DEFINITION OF CONTROL-POINTS.

• (23 control points instead of 28)
n: number of control points
p: number of neighbouring targets per control point

rXYZ (unit:JLm)

7

10

15

28

rXYZ (unit:JLm)

UMK pairs TMK pairs
p 101 102 106 107 11 12

1 7.6 7.5 10.9 18.0 57.1 52.5
2 7.1 7.3 11.5 16.7 38.6 60.3
3 7.1 7.1 11.3 17.4 44.4 58.4
4 7.1 7.5 11.2 17.0 45.4 49.1

1 7.7 7.2 9.5 15.4 32.9 34.5
2 6.8 7.3 8.8 14.4 30.1 34.0
3 7.0 7.1 9.0 14.4 30.2 33.4
4 6.9 7.0 9.4 12.56 30.2 35.5
1 6.3 7.4 9.0 15.3 29.8 33.2
2 6.2 6.6 8.9 13.6 30.0 33.4
3 6.0 6.7 9.1 13.7 29.8 33.0
4 5.6 6.6 10.0 11.2 28.6 34.1
1 5.5 6.9 *9.1 *15.0 28.9 35.3
2 5.8 6.3 8.7 13.6 29.5 33.1
3 5.7 6.5 9.3 14.9 29.1 33.8
4 5.4 6.6 9.3 13.6 28.6 33.0

n

4

6

10

15

28

UMK pairs TMK pairs
p 101 102 106 107 11 12

1 9.3 8.8 10.4 19.6 36.2 39.8
2 8.9 10.2 12.9 19.7 34.3 41.6
3 9.0 9.4 11.8 19.1 33.4 40.9
4 8.9 9.2 11.8 17.6 33.9 40.3
1 8.2 8.0 11.8 19.6 38.4 53.8
2 7.7 7.8 11.3 29.0 42.7 44.1
3 7.7 8.0 11.5 22.8 45.4 43.1
4 7.6 8.1 12.0 24.3 43.3 43.5
1 8.6 8.5 10.2 18.9 32.4 37.3
2 8.5 8.9 10.1 17.0 81.0 36.5
3 8.5 8.8 9.6 15.2 31.1 36.1
4 8.4 8.7 9.3 13.8 30.3 36.5
1 8.1 8.0 10.0 18.3 31.5 35.0
2 7.6 7.9 9.8 16.9 32.1 35.3
3 7.7 7.8 9.2 14.8 32.8 36.2
4 7.3 7.9 9.2 13.0 31.7 36.5
1 7.6 7.8 *10.1 *18.7 31.6 36.5
2 7.6 7.5 10.0 18.3 30.5 33.3
3 7.7 7.7 9.7 16.7 31.0 33.1
4 7.5 7.9 10.3 19.2 30.9 33.1

i.e.,

n. P. * sec Table B-1.

tests B-1 and B-2 and number of image points for test B-3), four trials have been made with
1,2, 3, and 4 neighbouring targets per object point, respectively.

One can make the following remarks:

• There is no significant change when each control point (test B-3, image point) is defined with
several neighboring targets. In other words, there is no significant improvement in the accuracy
when demultiplying each ray (Figure B-2). This is not surprising if we note that the measuring
system is in fact invariant. We are in the situation of an observer comparing the means ofdifferent
measurement series: The random errors are eliminated and the bias is the same for each series.

• There is a significant improvement in the accuracy when increasing the number ofcontrol points
(tests B-1, and B-2) or relative orientation points (test B-3), on the condition of an equi-repartition
in the whole object-volume of the supplementary points.

Now the law of accuracy improvement we should test is the law given by Equation B-4,

rllXYZ = VI + "in ro (B-5)

where r is the number of unknown parameters, n is the number of control (or image) points,
and m is the number of equations per point.
(1) Test B-2 (Resections in space followed by intersection of homologous rays).

In Test B-1, r = 22 (11 parameters per bundle) and m = 4, and Equation B-5 becomes

rllXYZ = VI + ~~' r o· (B-6)

,~ ,~,
52

FIG. B-2. No significant improvement in accuracy when demultiplying each ray.
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TABLE B-3. RELATIVE ORIENTATION FOLLOWED

BY LEAST-SQUARE ADJUSTMENT WITH N CONTROL

POINTS. RMS RESIDUAL PARALLAX WHEN

VARYING UMBER AND DEFINITION OF

IMAGE-POINTS.

RMS residual parallax (unit:,um)

UMK pairs RMK pairs
n p 101 102 106 107 11 12

1 8.0 8.3 11.5 6.8 16.0 13.3
4 2 5.9 6.9 11.5 6.5 14.1 13.5

3 5.4 7.0 12.0 11.6 13.6
4 5.4 6.7 12.5 6.5 11.7 13.1

6 1 5.6 7.3 6.1 5.8 13.3 13.0
2 5.5 7.4 6.5 5.7 14.5 13.7
3 5.5 6.3 5.8 12.6 13.2
4 5.3 6.7 6.0 5.7 13.4 12.7

10 1 5.4 7.3 6.1 5.8 15.4 14.0
2 5.4 7.4 6.5 5.7 14.4 14.0
3 5.4 6.9 6.4 5.5 12.6 13.2
4 5.3 6.7 6.0 5.5 12.0 12.8

15 1 6.0 6.2 5.8 5.4 14.1 14.0
2 5.5 6.2 6.1 5.4 13.0 12.9
3 5.3 6.1 6.1 5.4 11.9 12.7
4 5.3 6.1 5.9 5.4 11.7 12.6

28 1 5.5 6.1 *5.9 *5.3 13.7 14.2
2 5.3 6.0 5.8 5.5 12.1 13.1
3 5.2 5.8 5.7 5.4 11.5 12.9
4 5.2 5.8 5.7 5.4 11.5 13.0

'" (23 imagc·points instead of 28)
11; number of image·points
p: number of neighbouring targets per image-point

For each pair, and each value oEn, the values ofr"XYZ (Table B-1) have been summarized
with their mean. Then ro is estimated from

(B-7)

+ • ~ r15_1_1 _ + • ~ +r28 11 ]

V 1 + 2 x 15 V 1 2 x 28

rIO
r =o

1 [ r7
4" .1. 11 +.1. 11

Vi + 2 x 7 Vi + 2 x 10

If the law (Equation B-6) is correct, one should have

r"XYZ ... /1 + 11
ro V 2n

for the six photo-pairs. The results are given in Table B-4.
(2) Test B-2 (Relative orientation with 15 image points followed by least-square adjustment
to n control points)

In Test B-2, r = 7 (translation, similitude)- and m = 3, and Equation B-4 becomes

r"XYZ= R ro

The results are given in Table B-5.
(3) Test B-3 (Relative orientation with n image-points and adjustment to the control net
with 15 control points.

In Test B-3, r = 5 (parameters of the relative orientation) and m = 1, and Equation B-4
becomes

(B-8)

where p" is the RMS residual parallax and Po is the minimum parallax. The results are given
in Table B-6.

It is interesting to note that, one photo-pair excepted, there is no significant improvement
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TABLE B-4 (TEST B-1). TEST OF THE LAW (EQUATION B-6) (r = RMS SPATIAL RESIDUAL FOR
n CONTROL POINTS; r o = MAXIMUM ACCURACY)

Photopair n (number of control points)
reference 7 10 15 23 28 ro

101 r 7.21 JLm 7.10 6.14 5.75 5.38 JLm
rlro 1.34 1.32 1.14 1.07

102 r 7.34 JLm 7.15 6.83 6.57 5.78 JLm
rtro 1.27 1.24 1.18 1.14

106 11.21 9.18 9.25 9.10 7.97
1.41 1.15 1.16 1.14

107 17.28 14.19 13.46 14.30 12.18
1.42 1.17 1.11 1.17

11 30.88 29.56 29.05 25.61
1.21 1.15 1.13

12 34.38 33.43 33.82 29.11
1.18 1.15 1.16

(rlro) 1.36 1.21 1.15 1.15 1.13
VI + 1l/2n 1.34 1.24 1.17 1.11 1.09

TABLE B-5 (TEST B-2). TEST OF THE LAW (EQUATION B-7) (r = RMS SPATIA~ RESIDUAL FOR N
CONTROL POINTS; ro = MAXIMAL ACCURACY)

Photopair n (number of control points)
reference 4 6 10 15 23 28 ro

101 r 9.03 JLm 7.80 8.50 7.68 7.60 7.18 JLm
rlro 1.26 1.09 1.18 1.07 1.06

102 r 9.40 JLm 7.98 8.73 7.90 7.73 7.38 JLm
rlro 1.27 1.08 1.18 1.07 1.05

106 11.73 11.85 9.80 9.55 10.03 9.30
1.26 1.25 1.05 1.03 1.08

107 19.00 22.18 16.29 15.75 18.23 16.12
1.18 1.38 1.01 0.98 1.13

rlro 1.21 1.20 1.11 1.04 1.10 1.05
VI + 7/3n 1.26 1.18 1.11 1.07 1.05 1.04

TABLE B-6 (TEST B-3). TEST OF THE LAW (EQUATION B-8) (p = RMS RESIDUAL PARALLAX FOR n
IMAGE-POINTS; Po = MINIMAL RMS PARALLAX).

Photopair n (number of points for relative orientation)
reference 6 9 10 15 23 28 Po

101 p 6.18 J.Lrn 5.48 5.37 5.53 5.30 4.61 J.Lrn
plpo 1.34 1.19 1.17 1.20 1.15

102 p 7.23 JLm 7.13 7.08 6.15 5.93 5.53 JLm
plpo 1.31 1.29 1.28 1.11 1.07

106 6.23 6.25 5.98 5.78
1.21 1.22 1.16 1.12

107 6.55 5.75 5.63 5.40 5.40
1.38 1.21 1.19 1.14 1.14

11 13.35 13.20 13.60 12.68 12.08 10.74
1.24 1.23 1.27 1.18 1.12

12 13.38 13.15 13.50 13.05 13.30 11.01
1.22 1.19 1.23 1.19 1.21

plpo 1.30 1.22 1.23 1.16 1.13 1.14
VI + SIn 1.35 1.25 1.22 1.15 1.10 1.09

in the accuracy of final determinations in space when increasing the number of image
points. For the exception, however, the improvement was about 50 per cent.

I explain this fact as follows: the criterion of the RMS residual parallax is not an accuracy
criterion on the model, because slight errors in focal length values or principal points posi-
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tions do not always significantly change the RMS residual parallax, which can be small
despite residual systematic effects. The improvement of the RMS parallax with the number
of image points only indicates a better realization of the coplanarity of homologous rays, not
necessarily a better realization of the model.

Engineering Reports
Business-Equipment-Literature

Gordon R. Heath

ALTEK CORPORATION ANNOUNCES NEW DIGITAL
SCALING DEVICE

No longer do you have to rely upon mechanical
counters subject to wear and limited scaling abil
ity, according to ALTEK Corp. Their Model AC
98 offers a six-digit and sign display with preset
ting and a five-digit scaler. With a rotary or linear
pulse encoder, the AC 98 may be used to measure
the amount of material produced in units such as
inches, feet, yards, meters or square inches,
square feet, etc. (i.e., length of steel rod, square
feet of paper). The encoder is mounted to a pulley
or belt assembly on a production line. The AC 98
will count pulses transmitted by the encoder and
display the amount. Calibration is easily per
formed by adjusting the scaling switches. Once
the system is calibrated, production rate and vol
ume may be controlled by quick visual inspection.
System reliability far exceeds mechanical type
counters. As an expansion on the AC 98, the digi
tal readout may be fed into a control system for
automatic production measurement and control.

Another application involves precise measure
ment devir.es such as coordinatographs or stereo
plotters. The AC 98 with encoder attachment may
be used to display X, Y, or Z axis data scaled to real
values directly from maps or drawings. The AC 98
costs $950.00 in single unit quantities. Lower
priced readouts without scaling are also available.

For further information contact ALTEK Corpo
ration, 2141 Industrial Parkway, Silver Spring,
Maryland, 20904. (301) 622-3906

ENGINEERS JOINT COUNCIL URGES ADOPTION OF
METRICATION SYSTEM IN SENATE COMMERCE

COMMITTEE HEARINGS

Engineers Joint Council has again called for the
replacement of the present traditional forms of
measure in use in the United States by a single
metric system. The recommendation was made
during the current round of hearings on metric
legislation being held by the Senate Committee
on Commerce. William G. McLean, Vice Chair
man of the Council's Metric Commission, reiter
ated a resolution passed by the EJC Board on
November 14, 1974 which endorsed "the adoption
of a single system of measurement in the United
States" and identified that system as "the Interna
tional System of units commonly known as SI, as
described by the resolutions of the General Con
ference of Weights and Measures."

DEPT. of INTERIOR ANNOUNCES THREE NEW MAPS

(1) Land use maps and data for 65,000 square
miles of the Ozarks region in Arkansas, Missouri,
and Oklahoma have been completed by the U.S.
Geological Survey, Department of the Interior, in
cooperation with the Ozarks Regional Commis
sion. The Ozarks was one of the first areas to have
maps produced in a nationwide program by the
Survey's recently established Land Information
and Analysis (LIA) Office to complete land use
mapping for all parts of the United States within
six to seven years. Dr. James R. Anderson, Chief
Geographer tor the USGS, said land use maps are
designed for use mainly by local, State, Federal,
and private planners and decision makers to ena
ble them to make better use of land and other re
sources while still protecting the environment.

(2) A space view of Louisiana from about 570
miles above the Earth has been prepared by the
U.S. Geological Survey, Department of the In
terior, from pictures recorded by a satellite. The
black and white space mosaic of the Pelican State
was made from parts of 11 images recorded by a
multi-spectral line scanner on NASA's LAND
SAT-I Earth resources survey satellite in March,
April, and May of 1973. Each of the 11 individual
LA DSAT images covered 115-by-1l5 miles
(13,225 square miles) of the Earth's surface.

(3) Land use maps and data for all of Louisiana
are now available to State, regional, and local
planners and decision makers as well as the gen
eral public, the U.S. Geological Survey, Depart
ment of the Interior, announced. Louisiana is also
one of the first States to be completed in a six to
seven year program by the USGS to produce land
use maps covering the entire Nation. It was the
first State to use such maps in an emergency situa
tion when Louisiana officials last spring used the
land use maps, along with satellite pictures of the
State, to determine the number of acres of various
types of land inundated by floods along the Mis
sissippi, Red, Ouachita, Black, and Atchafalaya
rivers.

PROSPECTUS OFFERED OF A MAJOR STUDY IN
COMPUTER CARTOGRAPHY

A comprehensive study, Computer Cartography:
Worldwide Technology and Markets, is being of
fered by International Technology Marketing,

ewton, Massachusetts. The study covers applica
tions of computer-aided cartography by govern
ment agencies, utilities, industry, and university


