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Construction and Interpretation
of a Digital Thermal Inertia
Image

Construction of the thermal inertia image requires
specification of albedo, topographic slope and slope azimuth,
diurnal temperature range, and local meteorological
conditions.

INTRODUCTION

T HERMAL INERTIA is a measure of the res is­
tance of matter to a change in its temper­

ature. For a homogeneous material, this
quantity can be expressed by YKpc, where
K is the thermal conductivity, p is the den­
sity, and c is the specific heat. The use of
thermal ineltia in remote sensing is attrac­
tive because thermal ineltia is a volume

geologic applications of remote sensing, the
ability to sense below the surface is paJticu­
lady desirable because exposed surfaces are
often weathered or covered by thin layers of
other materials.

Thel1l1al ineltia cannot be measured re­
motely and must therefore be inferred using
models which have been developed to in­
terpret remotely sensed visible and thermal

ABSTRACT: An image representing the thermal inertia in the vidnity
of Pisgah Crater and Lavic Lake in Southern California has been
generated from visib le, near IR, and thermal images taken from air­
cmft. Construction of the thermal inertia image required mdiomet­
ric calibmtion and geometric rectification of the acquired images as
well as registmtion to a topogmphic map. The Kahle thermal model
used in the construction of the thermal inertia image requires
specification of albedo, topogmphic slope and slope azimuth, diur­
nal tempemture mnge and local meteorological conditions. Albedo
information was derived from the visible image; digital topogmphic
information was computed from digitized stereo aerial photogmphs;
and thermal nmges were calculated by subtracting the predawn
from the afternoon thermal image data. Our computed values of
thermal inertia were in close agreement with published values fO'r
similar smface mate-rials. Thermal inertia provides complementary
information to conventional images of reflected solar mdiation for
use in lithologic mapping.

propelty, whereas many remotely sensed
variables are propelties of the surface alone.
Consequently, knowledge of thel1llal ineltia
permits discrimination among different
materials whose surfaces are similar. In

radiation. Such a model has been developed
by Watson (1971, 1973, 1975) for geologic
applications, and applied by Pohn et al.
(1974) to create a thermal ineltia contour
map from Nimbus III and Nimbus IV re-
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flected solar radiation and thermal emission
data. In spite of the low spatial resolution of
Nimbus data (8 km), Pohn et al. were suc­
cessful in recognizing lithologic differences.
A different model has been developed by
Kahle and is described fully elsewhere
(Kahle, 1977). The Kahle model represents
an improvement over previous models de­
veloped for geologic applications of thermal
inertia, because it considers transfer be­
tween the ground and the atmosphere of la­
tent and sensible heat in addition to the
radiative transfer. We have used this model
with remotely sensed thermal and reflective
multispectral data of the Pisgah Crater-Lavic
Lake region in the Mojave Desert of South­
ern California to develop techniques for dis­
playing thermal inertia as a digital image.

A digital image is simply a sampled scalar
field, with the field strength represented by
an integer "date number," or "DN." This
fonnat provides information in a readily ac­
cessible data base for comparison and corre­
lation with other remotely sensed data in
similar fom1at. The use of digital images and
image processing in the interpretation of
remotely sensed visible and near-visible
data has been extensively reported by
Rindfleisch et al. (1971), Rowan et al. (1974),
Goetz et al. (1975), and Soha et al. (1975).

While digital images can be displayed as
computer printouts of these numbers, a more
effective display is achieved by using the
DN at each sampled point to modulate a
light source that exposes a photographic
film. The exposed film, when developed,
superfically resembles a normal photo­
graphic image. However, in a nom1al photo­
graphic image, scene detail is represented
by continuous changes in the number den­
sity of opaque grains in the emulsion. In a
photographic representation of a digital im­
age, scene detail is represented by changes
in average brightness of small areas in the
emulsion called "picture elements," or
"pixels."

For many purposes pictures have proven
to be superior to computer printouts or other
map forms representing image data because
much more information can be displayed in
a format that is convenient for human
analysts, and because subtle spatial or tex­
tural relationships are more discernible. We
believe that pictorial representation of ther­
mal inertia data is desirable to take advan­
tage of this enhanced display capability.

Construction of our thermal ineitia image
of Pisgah Crater-Lavic Lake, which was
briefly repoited by Kahle et al. (1976), re­
quired the following steps: (1) Acquisition of

aerial photographs and ten channels of visi­
ble and one channel of digital thermal
radiance data from the NASA NP3A aircraft
using a Bendix Modular Multispectral Scan­
ner (M2S) in mid afternoon and also acquisi­
tion of the thermal radiance data alone at
predawn; (2) Concurrent ground-based ob­
servation of albedo, surface and subsurface
temperatures, soil moisture, and meteorolog­
ical conditions; (3) Conversion of acquired
M2S data to digital computer compatible
tapes at the Johnson Space Center in Hous­
ton; (4) Radiometric correction ofM2S image
data to create albedo and temperature im­
ages; (5) Geometric rectification and regis­
tration ofM2S image data to conform to USGS
topographic map geometry; (6) Creation of
an afternoon-predawn temperature differ­
ence (t.T) image; (7) Creation of a digital
image of the altitude from stereo aerial
photographs; (8) Prediction of t.T using our
model with the entire range of anticipated
values of albedo, topography, and them1al
inertia and the observed meteorological
conditions; (9) Production, from the results
of the model, of a look-up table which
specifies thennal ineitia as a function of al­
bedo, topography, and t.T; and (10) Creation
of the thermal inertia image from the look-up
table and the digital albedo, altitude, and t.T
images.

This paper presents a detailed description
of the way in which this thermal inertia
image was constructed and interpreted. Data
processing is summarized in figure l.

DATA ACQUISITION

The Pisgah Crater-Lavic Lake region of
southern California (figure 2) was selected as
a test site for the them1al inertia model, and
also for data acquisition leading to genera­
tion of our prototype thermal inertia image.
The geology of this site is well known (e.g.,
Gardner, 1940; Gawarecki, 1964; Dibblee,
1966; Wise, 1966) and has been studied ex­
tensively using remote sensing techniques
(Fischer et al., 1965; Gawarecki, 1969; Sa­
bins, 1969; Lyon, 1972; Vincent and Thom­
son, 1972). In addition, a desert environ­
ment, affording sparse vegetation, minimal
cloud cover, and low humidity and soilmois­
ture, was advantageous for the first test of
our model.

Field measurements were made from
17-22 March 1975 and from 28-30 March
1975. Successful predawn and afternoon
overflights were made on 29-30 March 1975
on two flight lines (figure 2) at altitudes of
1800 m and 4600 m by the NASA NP3A air­
craft. Instrumentation on board consisted of
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FIG. 1. Data processing diagram.

FIG. 2. Location map and simplified geology
map of Pisgah Crater-Lavic Lake test site, (after
Dibblee, 1966).

Zeiss cameras with film formats of 23 by 23
cm and focal lengths of 15 cm, a Barnes
PRT-5 radiation thelmometer, and the M2S
(Table 1). The M2S acquired data in ten
visible and near/IR spectral regions
using silicon detectors and in one ther­
mal region using a Hg-Cd-Te detector (Ta­
ble 2). Electronic scanners such as the M2S
generate images by rotating a mirror in front
of the sensor in order to view hom side to
side as the aircraft or other vehicle moves
forward (figure 3). The resultant image from

a three minute data run consists of about 4
million pixels for each channel arranged in a
rectilinear array of BOO samples and 5000
scan lines. The M2S scan subtends 1000 and
has an instantaneous field of view (I FOV) of
2.5 milliradians, which corresponds to an
approximate scale of 3 m/pixel at the altitude
of the low flight line. M2S data were transfer­
red to digital computer compatible magnetic
tapes at the Johnson Space Center in Hous­
ton.

One channel of visible and one channel of
themlal image data are acquired once and
twice daily, respectively, by the VHRR
scanner on board the NOAA-3 spacecraft,
which flies over Pisgah Crater at approxi­
mately 9 a.m. and 9 p.m. The IFOV of the
VHRR is about 1 km square at the sub­
spacecraft point. We received digital VHRR
data for 29-30 March 1975 fi'om the NOAA!
NESS Redwood City (California) office.
These data were used to check the surface
temperature of the test site at times of the
day other than when the aircraft measure­
ments were made, and appeared to verify the
temperature predictions from the model, to
within a couple of degrees.

The field observations provided
meteorological, radiometric, and soil mois­
ture and temperature data (Table 1). Some of
the meteorological variables were recorded
continuously while soil temperatures and
other meteorological variables were re­
corded every two hours. Soil surface tem­
peratures were determined radiometrically
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TABLE 1. INSTRUMENTATION

Instrument Location Variables Measured Use

Very High Resolu- NOAA-3 Satellite Reflected Solar Ra- Verification of Model
tion Radiometer diation; Thennal
(VHRR) Radiance
Bendix Modular NP3A Aircraft Reflected Solar Ra- Principal Data

Image Data Multispectral Scan- diation; Thennal Source
ner (M'S) Radiance

Zeiss Cameras Ip3A Aircraft Reflected Solar Generation of Digital
f = 15.25cm Radiation Altitude Image;

Geologic Interpreta-
tion

JPL Portable Field Ground Reflected Solar Calibration of M'S
Reflectance Spectro- Radiation Reflected Radiation
meter (PFRS)
Barnes Precision NP3A Aircraft Thermal Radiance Verification of M'S
Radiation Thermom- Thermal Radiance

Local Radiation eter PRT-5
Data Barnes Precision Ground Thermal Radiance Verification of Model

Radiation Thermom-
eter PRT-5

Eppley Pyrheliom- Ground Insolation Verification of Model;
eter Cloud Cover

Estimation
Meteorology Research Ground Wind Velocity, Air Meteorological Data
Inc. Temperature, For Model
Mechanical Weather Humidity
Station
Thennographs Ground Air Temperature Estimation of Spatial

Meterological Hand-Held Venturi Ground Wind Speed Variation of Metero-
Data Gauges logical Parameters

Sling Psychrometers Ground Air Temperature and
Humidity

National Weather Dagget, Calif. Air Moisture Profile Total Precipitable
Service Water for Model

fm""",",, Pm"'" Ground Soil Temperatures Verification of Model

Soil Data
Thennometers and
YSI Thennistors
Soil Samples Ground Soil Moisture Soil Moisture

Content for Model

with a PRT-5, while subsurface tempera­
tures were measured using thermistor
probes at depths of 1 em, 5 em, 12 em, 25 em,
and also at 40 cm or 50 cm as required. Sub­
surface temperature measurements at the
eastern-most site on flight line one (figure 2)
had to be discontinued after rodents gnawed
through the thermistor leads. The MRI
mechanical weather station recorded wind
velocity, air temperature, and humidity con­
tinuously at one location on Lavic Lake (fig­
ure 2). Observations of temperature and
wind speed were made at other sites every
two hours. The Jet Propulsion Laboratory
Portable Field Reflectance Spectrometer
(PFRS) (Goetz et al., 1975) was used to meas­
ure spectral reflectance from selected 200
cm2 sites clustered near the locations indi­
cated in figure 2. The PFRS data were used
to determine surface albedo. We chose the
PFRS sites to represent the entire range of

sUiface materials encountered in the test
site.

Soil samples for soil moisture determina­
tion were obtained on 17 March 1975 and

TABLE 2. SPECTRAL CHARACTERISTICS

OF THE M2 S

Channel No. Bandwidth (micrometers)

1 0.33 - 0.44
2 0.44 - 0.48
3 0.49 - 0.54
4 0.54 - 0.58
5 0.58 - 0.62
6 0.62 - 0.66
7 0.66 - 0.70
8 0.70 - 0.74
9 0.76 - 0.86

10 0.97 - 1.07
11 7.95 - 13.5
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FIG. 3. Geometly of electronic scanner images.

DN" = j () Fn(A)R(A)g(S[AJ)dA) (I)

again on 28 March 1975 £i'om the same sites
on Lavic Lake for which subsurface soil
temperature profiles were made.

(3)

(2)

(5)

(4)

r(A)

g(S [AJ)

JR(A) S(A) dA

"

RAA) = r(A)
rAA)

R(A)

A=

A =Ar =

'2J S(A) dA

, I

and we considered reflectivity to be the ratio
of reflected to actual incident radiation, at a
given wavelength

had to assume thatj was linear.
In general, radiometric calibration con­

sists of compensating forj, and under some
circumstances also for spectral response F, to
determine the scene radiance from the meas­
ured DN. We used the PFRS to establish
the geometric albedo at several sites con­
tained in the imaged area which had obvi­
ously different R(A), and used these data to
compensate for j and to produce a single
"albedo" picture fi-om the IvPS visible and
near IR radiance data.

We considered geometric albedo to be the
ratio of the reflected to incident solar energy
with veltical illumination and viewing angle
and we assumed a Lambelt surface:

'2

'I

Figure 4 depicts RIA) detemlinecl by the

where rCA) was the vertically reflected
radiance measured by the PFRS. However,
because the actual incident radiation g(S[A])
was a function of atmosphelic conditions and
illumination geometry, it varied with time,
and in general would have to be determined
to compute R(A). This was avoided by using
the PFRS to measure the radiation reflected
in the same direction from a calibration
target composed of Fiberfrax ceramic wool,
which was velY nearly wh ite in the visible
and near IR spectrum. Because we assumed
a Lambert surface, we can assume the
bidirectional reflectivity determined with
the PFRS is directly related to the albedo.

Thus we adopted the convention

'2
) Rr(A)S(A)dA
',-----­

'2I S(A)dA

where the subscriptj denotes normalization
to the Fiberfi-ax standard; and

I/MGE LINE 1

IMAGE SAMf'tE Sm

.............................

' ...... NPJA AT END OF DATA ACQUISITION

~__ ....... IMA.GE LINE I

-_ ~~~~':ACQUIREOIMAGE-.............. ~

RADIOMETRIC CALIBRATION OF M2S IMAGE
DATA

Radiometric calibration relates the meas­
ured scene radiance data (DN) to a desired
variable. M2S image data consists of encoded
scene radiance in eleven different spectral
regions, and operation of our model required
that these data be convelted from radiance to
albedo (for channeIs 1 to 10) or temperature
(for channel 11). With large amounts of digi­
tal data, radiometric rectification and other
image manipulations are most easily ac­
complished using digital computers. We
used the VICAR image processing language
(Jet Propulsion Laboratory, 1974) on an IBM
360-44 computer at the Image Processing
Laboratory at JPL to perform all processing
of the M2S image data.

For M2S channels 1 to 10, in the visible
and near IR regions of the spectrum, the en­
coded, measured scene radiance is given by

Where n refers to the M2S channel; A is
wavelength in micrometers; AI and A2 are in­
tegration limits chosen to bracket the sen­
sitivity of the M2S sensors (0.33 and 1.07
micrometers for channels 1 to 10); S is the
solar irradiance; g is a function relating solar
energy incident on the scene to illumination
geometry, atmosphelic absorption, and at­
mospheric scattering; R is the scene reflec­
tance spectrum; F is the product of filter
transmittance and scanner detector sensitiv­
ity; andjis a "light transfer function" which
relates the measured to the actual scene
radiance. UnfOltunatelyJwas not described
for M2S channels 1 to 10, nor was in-flight
calibration provided, and we had to rely on
ground reflectance data for calibration and
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PFRS for basalts (Pisgah Crater) and playa
clays (Lavic Lake), along with the associated
M2S reflectivity which we calculated as de­
sClibed below.

We assumed that the albedo could be ex­
pressed as a linear combination of the DNs
reported for each M2S channel, n,

where we chose to exclude the first channel
because it was excessively noisy and satu­
rated. The albedoAjii was known at each site
(i) from the PFRS, and DNII(iJ wer~ deter­
mined at each site by the M2S. We wished to
use these data to compute the weighting
functions WII(iJ. These were computed sepa­
rately for each PFRS station:

where Rnli! is the average reflectivity for each
channel, determined from the PFRS data, F II

is the filter function for each channel ob­
tained from Johnson Space Center, and 5 11 is
the average solar radiation in each channel,
obtained from tabulated values. Finally a
single weight WII was chosen for each chan­
nel (Table 3) by averaging the individual
weights for each channel from each site. In­
dividual Willi! which were obviously deviant
were discarded before averaging. These
weighting functions thus calibrate the M2S
data using PFRS data and also weight each
channel according to its filter function and
the solar spectrum.

After deriving these weighting functions, a
digital albedo image was created using the
computer to apply the algorithm

(9)

(8)
10

A f = L WII DNII
11=2

where A'I is the corrected albedo, z' is the
incident angle of the solar radiation on a
sloping surface, and k is the Minnaert coeffi­
cient which is unity for a Lambelt sUlface
(Cf. ~quation 18). For the purposes of this
study, we assumed k = 1, but for most real
sUlfaces this is not true, and in future work
some attempt may be made to estimate k,
using remote sensing techniques described
by Young and Collins (1971). In order to
minimize computing costs, construction of
the A'I image was deferred until the actual
construction of the them1al inertia image.

D nlike the visible and near IR channels (1
to 10), the M2S thermal channel was cali­
brated in flight by recording the DN reported
every scan when the sensor monitored the
radiance from two blackbodies set at differ­
ent temperatures which bracketed the
temperatures anticipated in the scene at the
time of data acquisition. The actual tempera­
tures of the blackbodies were independently
monitored by thennistors and recorded au­
tomatically along with the radiance sensed
by the scanner. In addition, the flight en­
gineer recorded by hand in the flight log the
intended blackbody temperatures. This was
fOltunate, because during afternoon flights
the "hot" blackbody saturated its recording
system, and consequently the blackbody

at each pixel in the M 2S nine-channel
radiance image. Figure 5 shows the channel
5 radiance image, and figure 6 shows the cor­
responding albedo image. The noticeable
horizontal striping was caused by noise in
the scanner data. Topographic effects were
ignored in constructing this image, although
strictly

(6)

(7)

10

A (i) = '\' W(i)DN (i)
f L II n

n=2

RII(i) F II 5n
WII(i) = ----10---

DNII(i) L FilS"
0=2

I'\.AVA
-PfIS
X MM'

CINOElS
--PfitS
o MM'

TABLE 3. WEIGHTING FUNCTION FOR

M2S CHANNELS

~ 0.3,
§
~ 0.2

i .L'- g---~----tl----&---S---1r---8----~
--- 0

FIG. 4. Reflectivity of selected areas from PFRS
and weighted M2S values.

Channel Weighting Function

2 0.000155
3 0.000338
4 0.000304
5 0.000333
6 0.000288
7 0.000364
8 0.000269
9 0.000198

10 0.000125
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FIG. 5. M2S channelS radiance, detail of end of basalt flow (top) and
Lavic Lake playa (bottom).

989

where EO is emissivity, which we assumed for
simplicity to be 1.0 at all wavelengths; (]' is
the Stefan-Boltzmann constant; T is temper­
ature; and rt is the thennal radiance. Because

temperature recorded by hand had to be
used for calibration. These hand-recorded
temperatures agreed with the automatically
recorded thermistor measurements. to about
one degree, when the recording system was
operating. Blackbody temperatures were in­
ferred from the encoded unsaturated ther­
mistor voltages.

The surface temperature can be related to
thennal radiance by the Stefan-Boltzmann
law:

( )

'/4

T = :~ (10)

DN 11 (the DN value of channel II) was repor­
tedly linear with rt, it was possible to convelt
DN 11 to temperature:

T = (aDN II + b)'/4 (II)

where a and b are constants determined
from the (DN II,T) pairs obtained during
calibration.

Neither the blackbody temperatures nor
the associated DN II changed significantly
during the 3-minute data runs, so the values
of a and b were essentially constant and
therefore determined only once per image.
Figures 7a and 7b show derived temperature
images for the pre-dawn and afternoon
flights; lighter gray levels correspond to
higher temperatures.

Temperature image accuracy was verified
by comparison with both airborne and
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ground-based PRT-5 temperature data. No
attempt was made to compensate for atmos­
pheric effects. During verification of the
temperature images, we discovered an
east-west gradient in the south-nOlth flight
lines (figure 7b) which appeared in neither
the predawn data nor data from another
flight line in the east-west direction flown a
few minutes later on the same afternoon. We
believe this is an artifact which may be
caused by heat radiated into the sensor at
certain sun-aircraft orientations. The tem­
perature gradient could be suppressed by
normalization of the measured temperature
at each sample, to the average temperature at
that sample in all scans over a large, rela­
tively homogeneous portion of the scene, as­
suming that the temperature along the sub­
aircraft line was correct.

Adjustment of the thermal data to produce
a temperature image was accomplished using
the computer to apply equation 11 to the
M2S radiance image.

We made no attempt to remove either ran­
dom or systematic noise from the M2S image
data. Random noise (e.g., bit errors) was min­
imal, but systematic noise correlated with
scan lines was noticeable in M2S channels.

GEOMETRIC RECTIFICATION AND
REGISTRATION OF M2S IMAGES

Geometric rectification removes from im­
ages the systematic geometric distortions in­
troduced by camera optics, viewing
geometry, or platform motion. Rectification
may also include projection of image data to
a standard cartographic format. Geometric
registration removes residual distortions
which may remain on rectified images, so
that the locations of features on an image
coincide with their locations on a reference
map or image.

Both geometric rectification and registra­
tion are best accomplished by resampling
the image, and we did this using linear or
bilinear interpolation, as described in Goetz
et al. (1975).

Rectification of the M2S images consisted
of removing foreshortening (panorama ef­
fect) caused by the changing viewing
geometry with deflection of the scan mirror
(Figure 3). Scene radiance was sampled at
equal increments of time by the M2S, so that
the distance between pixel centers, pro­
jected onto the imaged scene, decreased
from the sides of the image (maximum scan
mirror deflection) to the center of the image
(minimum deflection). For a planar scene,
and ignoring aircraft attitude errors, this ef­
fect can be described by:
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~=(Jm + (J (12)

Sm - 1 2(Jm

where S is the sample number in the ac­
quired image, Sm is the maximum sample
number in the acquired image, (Jill is the

maximum scan mirror deflection (50°), and (J

is the scan mirror deflection during the ac­
quisition of sample s. (J can be related to the
sample number s' in the rectified picture, in
which the sample scale is constant, by

(a) (b)

FIG. 7. Temperature images (a) pre-dawn and (b) afternoon. Curved boundaries are a result of
geometric corrections.



be found by interpolation. The acquired and
rectified temperature images for part of one
flight line are shown in figures 8a and 8b.

Large res idual geometric errors were
found after rectification, and we attributed
these to unavoidable attitude and range
changes in the aircraft during data acquisi­
tion caused in part by air turbulence, paral­
lax, and changes in range as the aircraft flew
over regions having topographic relief.
These residual errors were identified and
removed during registration.

There were three sets of unregistered im­
ages: the afternoon albedo and temperature
images, which had identical geometry be­
cause they were acquired by the same in­
strument at the same time, the predawn
temperature image, and im altitude image
constructed from the stereo air photos (dis­
cussed below). We first registered each
image to the USGS 1:24,000 scale topographic
map, locating control points or features rec­
ognizable in both the map and the images
with the aid of a coordinate digitizer. For
pixels not corresponding to control points,
the geometric distortion was estimated by
bilinear interpolation from the measured
distortions at the nearest control points.
Once the location on the unregistered image
corresponding to each pixel in the reference
map (or in the registered image being con­
structed) was found, the registered image

(14)

(IS)s' = h tan Om

s = 1 + (sm - 1)
20m

. [Om + tan-I(~~~11 (s' - 1) - tan Oil]] (16)

and because the scale is constant in the rec­
tified image,

Substituting from equations (13), (14), and
(IS) into equation (12),

which identifies the position in the acquired
image from which the DN at sample s' in the
rectified image must be extracted. These
computed positions fall between samples, so
the correct DN in the rectified image must

where h is the height in pixels to the aircraft,
and s'm is the total number of samples in the
rectified picture. Because the signal is sam­
pled at equal time increments, or equal in­
crements of 0,
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0= tan- 1
[ ~' - ~~m + I) J (13)

(a) (b)

FIG. 8. Temperature images, detail of end of basalt flow (a) before,. and (b) after
panorama rectification.



CONSTRUCTION OF A DIGITAL THERMAL INERTIA IMAGE 993

FIG. 9. Image of difference between afternoon
and pre-dawn temperature (ilT).

I I I! ! I " I ! I

was created using bilinear interpolation to
compute the correct DN.

After registering all images to the topo­
graphic map, the predawn temperature image
and the altitude image were registered to the
afternoon temperature image, using auto­
mated cross-correlation techniques to de­
termine remaining misregistration at
selected control points. This was required
because the image resolution was much
higher than that of the topographic map. We
estimate the remaining registration error be­
tween the day and night images to be less
than two pixels. The registration to the top­
ographic map is necessarily less accurate
because of lack of detail on the map.

More complete discussions of geometric
corrections are available in Goetz et al.
(1975), while discussion of the VICAR
cross-correlation registration program "RE­
GISTER" is found in Schwartz (1972).

CONSTRUCTION OF ~T IMAGE

Construction of the ~T image was ac­
complished by subtracting, pixel by pixel,
the registered predawn temperature image
from the afternoon temperature image.

Figure 7a and 7b show the predawn and
afternoon temperature images, and figure 9
shows the ~T image created hom them.

CONSTRUCTION OF ALTITUDE IMAGE

A digital image describing scene altitude
was constructed in the form of a square gIid
digital terrain model (DTM) with a sample
interval equal to that of the M2S image. The
terrain data were acquired photogrammetri­
cally using wide-angle metric photographs
taken simultaneously with the scanner data,
at a scale of 1: 12,000. The elevations were
sampled along parallel, equidistant profiles
and recorded in digital form using standard
stereo-photogrammetric procedures. Ran­
dom errors of the photogrammetric meas­
urements of the altitude can be expected to
be about ±30 cm (l standard deviation). The
DTM was constructed £i'om the discrete, di­
gital profiles using a simple and fast point­
wise interpolation algorithm particularly
well suited to profile data: at each pixel, a
height was interpolated using the 16 closest
available data points, which defined a
polynominal of third order. The algorithm
was thus similar to the "moving-average"
method used in work with random functions
(Yaglom, 1962). The errors in the interpo­
lated elevations were less than 1 to 2 meters.
We constructed the altitude image to include
only Pisgah Crater and its immediate vicin-
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ity; elsewhere in the test site terrain relief
was negligible at the M2S image scale and at
the accuracy requi red by the thermal ineltia
model. Figure lOa shows the altitude con­
tours from this digital altitude image, super­
posed on the albedo image of Pisgah Crater,
and the brightness in figure lOb shovvs com­
puted insolation at Pisgah Crater based on
the altitude image, assuming a Lambelt sur­
face of constant albedo.

From the digital altitude image we de-;
rived two images describing slope and slope
azimuth. These values were computed at
each pixel by determining the gradient fi'om
the four nearest pixels.

We thus created four registered images
(albedo, AT, slope, and slope azimuth), each
containing approximately 6 million pixels.
The thermal ineltia was determined from
these data sets by application of the model as
described in the next two sections.

MODEL PREDICTION OF AT AND GENERATION

OF THERMAL INERTIA TABLE

We used our model (Kahle, 1977) to pre­
dict AT as a function of thel1l1al ineltia, al­
bedo, slope, and slope azimuth, for a com­
plete range of these valiables (Table 4). The
soil moisture measurements indicated 2 to 4
percent moisture by weight in the cinder
cone and alluvial fans from the sUlface to a
depth of 50 cm while the moisture profile on
the playa averaged as follows: depth 1 em, 6
percent; 5 cm, 8 percent; 12 cm, 10 percent;
and 25 cm, 12 percent. Because of the low

moisture everywhere except on the playa,
and because we were primarily interested in
demonstrating the feasibility of constructing
a thel1l1al ineltia image, we chose to ignore
soil moisture effects. These effects, includ­
ing primarily change in thel1llal propelties of
the surface and evaporative cooling, will be
inc!uded in Iater versions of ou r modeli ng.
The meteorological variables were meas­
ured over the entire site, but only the val­
ues of the air temperature and wind speed
recorded at Lavic Lake were used in the
model. Measurement of air temperature and
wind speed at other locations indicated that
they did not vary sufficiently across the test
site to require running the model for more
than one set of meteorological data.

Neveltheless, running the model, which
numerically integrates the one-dimensional
heat flow equation over a 48 hour period in
one-to two-minute steps for each combina­
tion of the variables in Table 4 (8" = 4096
combinations), was exceedingly time con­
suming, taking approximately four hours on
an IBM 370-158. We also tested the model
on an IBM 360-44 and an IBM 1130 where
we estimated it would require 24 hours and
600 hours of computer time, respectively.

Because this was the first test of our model
over the complete range, we did not know, a
priori, the number of values of each of the
variables in Table 4 which would be re­
quired to define AT. After the model was
run, generating the four-dimensional table
predicting AT, we determined that fewer

.'

(a) (b)

FIG. 10. (a) Altitude contours superposed on albedo image at Pisgah Crater. (h) Computed insolation at
Pisgah Cmter. North at left.
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TABLE 4. RANGE OF PRINCIPAL VARIABLES IN MODEL

995

Variable

Thermal Inertia
Albedo
Slope
Slope Azimuth

Range

0.004-0.088 cal cm-2°K-lsec-I/2
0.04 -0.60

0°-28°
9°-315°

Step-Size

0.012
0.08

4°
45°

values of the variables could have been used
in all cases, except for slope azimuth. The
dependence of IlT on thermal ineltia, al­
bedo, and slope was slowly varying and al­
most linear, so that only three values of each
of these variables need have been run in the
model. The intermediate values could then
have been found by interpolation. However,
construction of a satisfactory thermal ineltia
image required the azimuth to be sampled
more often than every 45°, and we ac­
complished this by linear interpolation be­
tween values computed by the model. The
dependence of I1T on slope azimuth was ap­
proximately a one-cycle sine CUlve, allowing
us to interpolate to every 5°. Thus, if interpo­
lation is used where feasible, it appears that
only 216 integrations (3 x 3 x 3 x 8) rather
than the 4096 integrations originally used
will be required in future studies. This will
reduce the computer time by an order of
magnitude.

We also found, after the model was run,
that slopes up to 36° were present at Pisgah
Crater, so the table was extrapolated to in­
clude these steeper slopes.

Once constructed, the four-dimensional
table of I1T as a function of themlal ineltia,
albedo, slope, and slope azimuth was refc))'­
matted using linear interpolation to create a
table of themlal ineltia as a function of I1T (in
1° steps hom 0° to 64°), albedo, slope, and
slope azimuth. This table was then used
with our four digital images depicting those
variables to create a thelmal ineltia image as
described in the next section.

CONSTRUCTION OF THE THERMAL INERTIA

IMAGE

The thennal ineltia image was created by
using the DN values from the albedo, topo­
graphic slope and slope azimuth, andl1T im­
ages to compute addresses in the lookup ta­
ble. However, we first had to compensate
the albedo image for effects of viewing and
illumination geometry. As long as the scene
consists of a Lambelt surbce (Minnaert k =

1), the apparent, measured albedo in line
scanner images is essentially independent of
viewing geometry, because the IFOV varies

with the reciprocal of cos e (where e is the
"emergent" angle, or the angle from the sen­
sor to the local surface normal) while the
radiant flux per unit area varies with cos e
itself so that the two cos e terms cancel.
However, as shown in equation 9, the albedo
is a function of cos z', where z' is the inci­
dent angle of solar radiation on a sloping sur­
face.

cos z' = cos s cos z + sin s sin z cos (¢ - ¢o)
(17)

where s is the slope, z is the solar zenith
angle, ¢ is the slope azimuth, and ¢o is the
solar azimuth. Thus, when creating the
thermal ineltia image from the table, the to­
pography at the point was determined first.
Next, equation 9 was applied to correct the
albedo for the incident angle of solar radia­
tion. Then the theIlllal ineltia was found in
the lookup table.

If the real sUiface cannot be approximated
by a Lambelt sUlface, then equation 9 must
be modified to compensate for viewing
geometry also:

where Af is the measured albedo and A 'f is
the corrected albedo. The emergent angle e
may be found if the flight azimuth, scan mir­
ror deflection e (defined in equation 13), and
the local surf~lce slope and slope azimuth are
known:

e = e + s cos [¢ - (¢f - 90°)] (19)

where ¢f is the azimuth of the flight line.
The constant 90° conveIts ¢f to the azimuth
of the scan line. For this experiment, we
used the approximation of a Lambelt sur­
face, so only the correction from equation 9
was required.

The thermal inertia image is shown in fig­
ure 11, where different gray levels repre­
sent different values of themlal ineltia. With
the exception of Pisgah Crater itself, the top­
ographic gradients were minimal. There­
fore, for economy, the topography was not
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1

kilometers
FIG. 11. Thermal inertia image.

included in the construction of the thermal
inertia image in figure 11. Instead, the ther­
mal inertia image was constructed a second
time, in the immediate vicinity of Pisgah
Crater only, with the inclusion of digital to­
pography. A first attempt was made using the
commercially available 1:250,000 NCIC di­
gital altitude data which is shown in figure
12 as an elevation contour map overlaid on
the digital altitude image. This image did
not provide sufficient resolution at the scale
of the M2S imagery so we used the digital
topography derived from the aerial photog­
raphy. The two thermal inertia images of
this area, without and with topographic cor­
rections, are shown in figures 13a and 13b.
The difference in thelmal inertia is shown in
figure 13c. These clearly demonstrate the
necessity for such corrections in regions of
moderate to higher relief. In the uncorrected
version (figure 13a), the crater appears
anomalously bright on the east-facing side
and dark on the west-facing side. This effect
occurs because, as shown in the albedo
image (figure 6), the east side already was
shaded when the afternoon images were ac­
quired, while the west side was fully illumi­
nated. Thus the east side was cooler than
horizontal surfaces of the same substance
(basalt cinders), while the west side was
warmer, and these anomalous temperatures
produced the anomalous thermal inertias. In
the topographically compensated version
(figure 13b) these effects are reduced, but
still evident, especially on smaller features.

The digitized altitude image derived from
the stereo aerial photographs was con­
structed to have the same spatial resolution
as the M2S images, approximately 3m by 3m.
This altitude image was derived by intel-Po­
lation, as described in an earlier section,
from equidistant profiles across contour
lines, with a profile spacing of about 15 m.
Thus the altitude image was "smooth" rela­
tive to the M2S imagery. Topographic effects
on the heating, caused by topography at a
scale comparable to the M2S image resolu­
tion, were therefore not compensated. These
effects are responsible for most of the re­
maining structural detail seen in figure 13b.
Similarly, the basalt flow, which dominates
the scene and for which topographic correc­
tions were not applied because of the gentle
average slope, shows detailed dark and light
patterns due to the small-scale, very rough,
blocky nature of the surface (figure 11). Al­
though the failure to compensate for the
small scale topographic effects is useful in
giving us textural information, it does reduce
the local validity of the calculated thermal
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FIG. 12. NCIC digital altitude image, with north
at top. Lavic Lake is at right center, with Pisgah
Crater represented by two isolated concentric
contours northwest of Lavic Lake.

ineltia values.
Figure 14 is a simulated stereogram con­

structed from the 1: 12,000 altitude image
and the compensated thermal ineltia image.
This stereogram was produced by distorting
the reference image (figure 14a), pixel by
pixel an amount proportional to the distance
of the ground from the aircraft, as deter­
mined from the altitude image. The result­
ing distorted image is shown in figure 14b.
The simulated stereogram differs from a true
stereogram in that neither the reference
image nor the distorted image is in a simple
perspective projection, as an aerial photo­
graph would be. The reference image was
registered to a Universal Transverse Mer­
cator map, while the new image was dis­
torted in one direction only, a feature also
common to real stereograms from line scan-

ners. The simulated stereogram dem­
onstrates the lack of correlation between
remaining thermal ineltia variations and to­
pography.

INTERPRETATION OF THE THERMAL INERTIA

IMAGE

The dominant feature in both the albedo
(figure 6) and thelmal inertia picture (figure
11) is the Pisgah basalt flow. This flow,
which extends from Pisgah Crater (feature A
in the illustrations) south to Lavic Lake (fea­
ture B) has a low albedo (0.06 - 0.13) but a
relatively high calculated thermal inertia
(0.04 - 0.08 cal cm-zoK-'sec- lIZ

). It is thus
dark in the albedo picture and light in the
thermal inertia picture. The areas on the
basalt flow having higher thelmal ineltia
(the lighter gray on the image) are generally
partially covered with mixed layers of sand
and broken basalt. Lavic Lake, a clay playa,
has a high albedo (0.35 - 0.50) but a low cal­
culated thermal inertia (0.01 - 0.03 cal
cm-zoK-'sec-'IZ). It is thus light in the albedo
picture and dark in the the11l1al inertia pic­
ture. His togram s depicting the discrete
probability density function (PDF) (the fre­
quency of occurrence) of the albedo and
thennal ineItia values in these images are
reproduced in figures 15a and 15b, and
clearly show the bimodal character of the
the11l1al ineltia value distJibution. A typical
value of the thennal ineItia of basalt, given
by Janza (1975), is 0.053 cal cm-2°K-lsec-1I2,
and for dry clays the thermal ineltia is about
0.010 to 0.017 cal cm-ZOK-lsec-112 (Kenneth
Watson, written communication, 1974).
These values are in close agreement with
the values computed using our model. For
wet clays, however, the thermal ineltia is
somewhat higher, and our calculated playa

(b) (c)

FIG. 13. Thermal inertia at Pisgah Crater (a) without, and (b) with topographic correction, (c)
difference in thermal inertia with and without topographic correction. North at left.
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F,G. 14. Simulated stereogram at Pisgah Crater. orth at left, vertical relief
exaggerated.

values range from 0.01 to 0.03 cal
cm-2°K-'sec-II2, covering the range we might
expect. However, in our model as used here,
the variation of the theJl11a1 propelties of the
slllface with depth due to increased mois­
ture was ignored, as ,"vas the evaporative
cooling. Thus the absolute value of the
thellllal ineltia on the playa is open to ques­
tion.

The use of t::.T rather than the actual values
of the surbce temperature in our method for
determination of thermal ineltia minimized
errors introduced by ignoring sUIface emis­
sivity and atmospheric transmissivity.

A strong correlation exists in these images
between areas with low albedo (dark) and
high thermal ineltia (light). This is illus­
trated by the two-dimensional PDF of a por­
tion of the scene, shown in figure 16. Posi­
tively correlated data will fall along a line
with a positive slope; negatively correlated
data will fall along a line with a negative
slope; and uncorre lated data will be scat·
tered over the whole diagram. Figure 16
shows both the dominant negative correla­
tion which exists between the1111al ineltia
and albedo in the Pisgah Crater-Lavic Lake
area and also sign ificant deviations hom this
rule. All the basalt lies in the upper left pmt
of the diagram, while the playa lies in the
lower right. No cinders were present in the

pmt of the scene represented here, but they
would fall in the lower left part of the dia­
gram. The negative correlation is not an ar­
tifact of our model, but a coincidence at this
particular site because of the type of rock
and soil present. Had the site contained
high-albedo granite instead of dark basalt,
for instance, the thermal inertia picture
would be essentially unchanged (the ther­
mal inertia for granite is about 0.06 cal
cm-2°K-'sec-II2) but the albedo picture
would be much different.

Deviation from the negative correlation
between albedo and thermal ineltia is best
illustrated at location D, where there was an
area of basalt cinders used as road fill. These
cinders have both a low albedo and a low
thelmal ineltia. Other cinders, especially in
the flat area immediately northwest of the
cinder cone, likewise have both low albedo
and low thelmal ineltia, and can be readily
distinguished from the basalt flows, which
have low albedo but high thel11lal inertia. In
the topographically uncompensated image
(figure 13a) the topograph ic effect on the
solar heating tends to obscure the thel111a1
ineltia effects at the cinder cone itself. In the
compensated image (figure 13b) this effect
has been reduced, and the low thellllal iner­
tia region corresponds to disturbed cinders
in a quarry. Similarly, the road visible on the
east flank of the cinder cone and which is

(;r" '·('b')"·'~-···'-'n,

FIG. 15. Discrete probability density function of (a) albedo and (b) thermal inertia. Relative units.
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FIG. 16. Two-dimensional probability density
function of albedo and thermal inertia. Relative
units.

constructed of crushed cinders has a lower
thermal inertia than the undisturbed cone.

Examination of the two images at several
locations where one material is overlain by a
thin layer of a different material (locations E,
F, G) shows that the resultant value of the
thermal inertia is either intermediate be­
tween the two or, for a very thin surface layer,
resembles the thennal ineltia of the underly­
ing material. Locations E and F show some
examples of intermediate values of thermal
ineltia at the boundary between the lava
flow and the playa, where a few centimeter
thick outwash of basalt overlies the playa. At
location G, where a velY thin layer of sand
has blown across the basalt, the thellllal iner­
tia is representative of the underlying basalt.

Thus, the usefulness of thermal inertia in­
formation is in distinguishing between
materials of similar reflective propelties but
different thermal propelties, and in assisting
in the identification of surface materials
which are covered with a thin layer of
foreign matter, especially wind blown sand
or dust or weatheri ng products such as des­
ert varnish. It is clear that, by itself, thermal
inertia is not sufficient to allow identifica­
tion of sUlface materials, but when inter­
preted in conjunction with conventional im­
agery it is of considerable value in resolving
ambiguities.

In summary, we have produced a thermal
ineltia image from remotely sensed thermal
and reflected radiation data augmented with
ground measurements of meteorological var­
iables, and demonstrated some of the possi­
ble geologic applications of thellllal ineltia
images. A knowledge of thermal ineltia of
the surface material is not sufficient for
geologic mapping. However, it can be used
in combination with remotely sensed ther­
mal emiss ivity and visible and near-inhared
spectral reflectance data, in addition to con­
ventional aerial photography, for discrimina-
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hon of broad compositional categories of
rocks in reconnaissance geologic mapping.
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