
BERTHOLD K. P. HORN 
The Artificial lntelligence Laboratory 
Masswhusetts Institute of Technology 

Cambridge, MA 02139 

Non-Correlation Methods for Stereo 
Matching 

Optimization methods and feature matching are being investigated. 

A TTEMPTS AT AUTOMATION of the stereo com- 
pilation process have led to the develop- ' ment of a number of machines which are able to 

produce good results in many cases, particularly 
if aided by a human operator. On difficult ter- 
rain, they fail. These machines are based on 
modifications of the correlation idea for finding 
the disparity. The assumption has been that fur- 
ther refinements of this approach will solve the 
remaining problems or that they cannot be 
solved. 

There are methods other than correlation avail- 
able for identifying corresponding points. Some 
depend on optimization of the match found with 
varying distortions of the two images (but with- 
out using correlation)-others symbolically 
match features extracted from the image. Re- 
search on several alternate proposed methods is 
showing promise. Some approaches even lend 
themselves to implementation in special purpose 
hardware to attain rapid throughput. 

Why has there been such single minded con- 
centration on correlation and its modifications for 
matching image patches? One reason is speed. It  
was assumed that a machine had to be fast to be 
useful and that only simple computations could 
be performed at the required speed. Correlation 
lends itself to implementation in special-purpose 
hardware or more general-purpose parallel com- 
puters. This emphasis on speed was perhaps pre- 
mature. A machine which rapidly produces out- 
put which requires extensive post-editing is not 
contributing to increased productivity. 

If the two images were simply shifted versions 
of one another, then the integral of the square of 
their difference (with one image shifted) can be 
made equal to zero. This integral thus has a min- 
imum when the images are shifted the correct 
amount relative to one another. Correspondingly, 
the correlation (the integral of their product) has 
a maximum. Does this maximum correspond to a 
unique displacement? If the two image patches 
are uniform in brightness, then unfortunately a 

whole range of displacements will do. Also, if 
the image patches contain a periodic pattern, 
there are multiple maxima. So there are prob- 
lems, even when the images are just shifted ver- 
sions of one another. 

Even more serious is the fact that the two 
images are in fact not shifted versions of one an- 
other. For large base-height ratios in hilly ter- 
rain, or in built-up areas, some surfaces may be 
seen only in one image. Those that are seen in 
both will appear with different foreshortening in 
the two images; that is, the surfaces appear com- 
pressed along one dimension to differing de- 
grees. Simple correlation will not work here. At 
the least, a kind of rubber-sheet distortion has to 
be introduced so that the patches being com- 
pared are in fact similar. 

Even if this is taken into account, one is still 
faced with the fact that the same patch on the 
surface will appear with different brightnesses 
when viewed from two different directions. Only 
if the bidirectional reflectance distribution func- 
tion (BRDF) happens to be independent of the di- 
rection of reflection will the image irradiance be 
the same in the two images (ignoring atmo- 
spheric effects). Specular reflections from water 
surfaces and hot-spots (black reflections) fiom 
vegetation canopies (and the atmosphere) are ex- 
treme examples of violations of this criterion. If a 
surface is viewed with a device which does not 
resolve surface patches of different orientation, 
then the brightness is a weighted average of the 
brightnesses of the individual patches, with 
weights proportional to the foreshortend areas. 
Thus, even if the material of a surface satisfies 
the above criterion, a region of it may appear 
with different brightnesses in different images if 
its surface undulations are not resolved. Shadows 
too small to be resolved contribute to this effect. 

These effects and others (such as noise) guar- 
antee that the basic model on which the idea of 
correlation is based is not sound. The result is 
that operator intervention is required during 
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stereo compilation, that tedious post editing is 
needed and that there can be complete failure on 
really difficult areas like lakes, and parts of some 
deserts for example. 

At this point it may be worth pointing out, too, 
that disparity is determined accurately at some 
points, where the grey level is "busy," and 
poorly determined in areas of "low contrast." 
The disparity in the latter regions must be 
"filled in" from surrounding, better known, 
values. This also suggests filtering to emphasize 
higher spatial frequencies. 

A difficult issue is the choice for the size of 
the patch to be correlated. If it is too large, infor- 
mation from features at different disparities is 
smeared together, giving at best a kind of aver- 
age. If it is too small, there may not be enough 
grey-level variation to lock into. This is analo- 
gous to the problem of determining the support 
for an edge detector. Working at several scales, 
using coarse resolution to guide the finer resolu- 
tion seems to be the answer. Some existing ma- 
chines use these ideas in some form. 

It is necessary to take a look at methods other 
than correlation. This may be hard to believe be- 
cause the idea that stereo means correlation is so 
well entrenched. As in some other fields, this 
one started with an under-estimate of the diffi- 
culties and premature announcement of success. 
It was assumed that simple methods that work 
sometimes could be refined to always work. 
This, and secrecy due to rivalry, stifled further 
research. Only now are we admitting that the 
problem has not been solved. 

What are the alternatives? There are many. 
Some retain the idea of grey-level matching but 
use methods other than correlation to achieve it. 
These include optimization methods such as dy- 
namic programming and relaxation computations 
in disparity arrays. Others work on matching fea- 
tures. These can be edges, "comers," areas of 
high grey-level curvature, or more complicated 
elements of the image. Edges may for exaple be 
located by looking for the zerocrossings in the 
Laplacian of the image filtered by convolution 
with a Gaussian. The important point is that 
matching now is a symbol manipulation opera- 
tion. Such a method has properties quite differ- 
ent &om those of correlation of grey-levels. Sym- 
bolic matching is affected very little by 
differences in grey-level in the two images or by 
foreshortening, for example. It also makes ex- 
plicit the interpolation needed to fill in the sur- 

face model between those places where disparity 
can be accurately determined. 

Stereo compilers are not yet robust enough to 
be truly called "automatic." The fix may not lie 
in further refinements of correlation-based 
methods. We should worry about speed after a 
robust method is developed. It is time to do 
some more basic research on this problem. There 
are alternatives to correlation. 
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