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Digital Enhancement of SAR lmagery 
as an Aid in Geoloaic 

w 

Data Extraction 

lmagery processed by three methods (optically correlated, digitally 
correlated, and digitally enhanced) was evaluated. 

INTRODUCTION u NTIL 26 June 1978, all non-military active 
imaging radars employed conventional air- 

craft as system platforms. The launching of Seasat- 
A on that date marked the advent of orbital imaging 
radars. The imaging radar system included in the 
payload of Seasat-A was an L-band (23.5-cm wave- 
length) synthetic-aperture radar (SAR) that oper- 

optical correlator which produces four strips of 
imagery for each 100-km swath the SAR sensed 
(Figure 1). The second method utilizes a digital 
correlation process that results in a single frame for 
each 100 by 100 kilometre square (Figure 2). 

An apparent superiority of the digitally pro- 
cessed image as a data source prompts one to ques- 
tion whether or not such a format represents the op- 

ABSTRACT: Seasat-A synthetic-aperture radar (SAR) imagery taken over portions 
of the Southern Appalachians, correlated by  optical and digital techniques and 
processed by  a digital enhancement algorithm, was qualitatively evaluated for 
geologic data content in three phases to assess the relative amount of geologic 
data discernible. These phases included a lithologic analysis, a lineament 
.analysis, and a geologic structural evaluation. 

The digital correlation process resulted in  an image that appeared to be supe- 
rior to the optically correlated image as a geological mapping tool. The digitally 
enhanced SAR images displayed marginally better correlation wi th  the ground 
truth than did the corresponding digitally correlated images. More important, 
however, the  enhancement program facilitated the interpretation of images. 
Mathematically, the enhancement algorithm is optimum in  a mean square error 
sense, is computationally efficient, and tends to preserve the edge structure in 
SAR images because of its adaptive nature. 

ated on an experimental basis until an electrical 
malfunction terminated operations on 9 October 
1978. Both terrestrial and oceanic imagery was ob- 
tained over a number of areas before the malfunc- 
tion occurred. 

Data from the Seasat-A SAR have been routinely 
provided by the Jet Propulsion Laboratory in two 
formats resulting from two different methods of 
correlation. The standard technique employs an 
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timum for data revelation, or if further processing 
might provide for more rapid and accurate data 
extraction or facilitate the extraction of additional 
data. Such processing may be discipline specific. 
A technique developed by Frost et al. (1981), 
which was designed to enhance Seasat-A digitally 
correlated images, was applied to an image of the 
Southern Appalachians and objectively evaluated 
for revelation of geologic data. Evaluation in- 
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FIG. 1. Optically correlated Seasat-A image. Image 
orientation is dictated by look direction in this and all 
subsequent illustrations. 

cluded an effort to separate as well as establish 
continuity of lithologies, to identify linear trends, 
and to interpret geologic structure. Documenta- 
tion of relative value of each image was achieved 
only after correlation of Seasat-derived data with 
ground truth. 
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FIG. 2. Digitally correlated Seasat-A imagery. 

The basic principles of SAR are well known (Ko- 
valy, 1976; Harger, 1970; Jenson et al., 1977). The 
purpose of this section is to briefly review the 
image formation for SAR and optical and digital SAR 
signal processing. 

There are several different qualitative ap- 
proaches to discussing SAR image formation, e.g., 
from a doppler frequency, antenna array theory, or 
matched filtering perspective. Here the SAR image 
formation process will be presented using antenna 
array theory. The azimuth resolution, p,, of any 
radar is determined by the azimuth beamwidth, P ,  
of its antenna and the range, R, to the target, i.e., p, 
= PR. The beamwidth is in turn governed by the 
length, 1, of antenna and the transmitting 
wavelength, A, i.e., P = All. Therefore, in order to 
improve the azimuth resolution, 1 must be in- 
creased (assuming fixed wavelength and range). 
However, the physical antenna length is limited 
by platform considerations and, if a spaceborne 
platform is to be used, then the range to scene is 
large. u 

These restrictions can be overcome by syn- 
thesizing a long antenna. This can be ac- 
complished by treating the physical antenna for 
each transmitted pulse as an element of a much 
larger antenna array over some finite distance. To 
control the shape of the synthesized antenna array 
pattern, e.g., its beamwidth and mainlobe direc- 
tion, the amplitude and phase weighting of each 
array element must be properly adjusted. That is, 
the received signal for each transmitted ~ u l s e  must - 
be properly adjusted in amplitude and phase to 
achieve the desired p, which is independent of 
range and is suitable for the desired applications. 
Range resolution, p,, is governed by the effective 
width in time, T, of the transmitted pulse, p, = 
cTI2 (c = speed of light). A technique known as 
pulse compression is used to achieve the desired 
range resolution while reducing the peak power 
requirements. The image formation process must 
be designed to apply the proper amplitude and 
phase to the received signal for each transmitted 
pulse in order to synthesize the desired antenna 
characteristics. The received signal must also be 
processed in the range dimension to attain the de- 
sired range resolution. Note that the operations are 
defined for orthogonal dimensions, i.e., separate 
azimuth and range processing. Even though the 
concept of SAR is straightforward, its realization is 
complex. Because the purpose of this paper is to 
contrast the geologic mapping potential of ~ A R  for 
one optical realization and one digital realization, 
the general operation of each process will be ex- 
plained. 

When optical processing is used to form SAR im- 
ages, the received signal for each transmitted 
pulse (after coherent addition with a reference 
signal) is stored on photographic film as a vertical 
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line. Further, to record the bipolar signal on film it 
is necessary to add a bias to the signal prior to 
storage (Goodman, 1968). This photographic rec- 
ord is called the "SAR signal film." The spatial 
pattern of intensities on the signal film for a spe- 
cific point in the terrain scene forms a Fresnel 
zone plate in the azimuth direction (Tomiyasu, 
1978). That is, this spatial pattern has lense-like 
properties in the azimuth direction; thus, if il- 
luminated with a coherent collimated light source, 
the signal film will focus the energy from a point to 
a point in azimuth. However, the focal length of 
this lens varies with the range to the target point so 
that a lens must be constructed which positions 
the focal points from any range on to the same 
plane. Further, the length of the synthesized an- 
tenna must be restricted, or equivalently the 
number of vertical range lines (pulses) to be 
processed as specified by the desired azimuth res- 
olution. Note, if the azimuth resolution is to be 
independent of range, then the number of pulses 
processed also must vary with range. These two 
requirements can be simultaneously met by a 
conical lens. Focusing the return signal in the 
range direction is performed with a cylindrical 
lens. At this point both the range and azimuth in- 
formation coincide on a plane but at infinity, i.e., 
the focal point of the azimuth and range process- 
ing is at infinity. Therefore, the final step is to use 
a spherical lens to form the radar image on the 
output film. Optical SAR processing relies on the 
propagation properties of coherent energy at visi- 
ble wavelengths to perform the required ampli- 
tude and phase adjustments on the received signal. 

When digital processing is used to form SAR im- 
ages (Bennett and Cummings, 1979; Wu et al., 
1981), clearly the first step must be to convert the 
received variations in voltage into a sequence of 
numbers. This process is called analog-to-digital 
conversion. A separate sequence of numbers rep- 
resenting the received signal for each pulse, called 
a record, is stored on an appropriate computer 
storage medium, such as magnetic tape. A record 
is analogous to a vertical line stored on signal film. 
Because the original voltage (analog) was a 
bandpass signal, the data are stored in complex 
form, i.e., each sample has a real (in phase) and 
imaginary (quadrature) component and all 
numeric operations must operate on these com- 
plex data. Digital processing for sAR is a sequence 
of numerical operations designed to transform the 
collected records into a digital radar image. The 
first operation to be performed on the digitized 
records is pulse compression. As previously men- 
tioned, some form of pulse coding is usually used 
to conserve transmitter power. Pulse compression 
can be viewed as linear filtering applied to each 
record. There are many ways of implementing the 
required digital filter (Oppenheim and Schafer, 
1975). Such methods include discrete convolution 

which operates directly on the stored data, or Fast 
Fourier Transform (FFT) techniques which require 
a forward FFT to be applied to stored data, then 
complex multiply with the desired filter, and then 
inverse FFT. The two-dimensional output data 
from the pulse compression algorithm are then 
rotated 90" so that records are in the azimuth in- 
stead of the range direction in preparation for 
azimuth processing. Azimuth processing can also 
be viewed as a filtering operation; however, the 
characteristics of the filter change with range for 
reasons explained above. Filter characteristics for 
different range intervals are also stored in the dig- 
ital processor. Azimuth filtering is performed 
using discrete convolution or FFT techniques. The 
output of the azimuth filtering operation is the 
radar image. This digital image is complex, i.e., for 
each scene coordinate a real and imaginary com- 
ponent is stored. A radar image for display can be 
produced from these complex numbers by trans- 
forming each complex value into its amplitude or 
power (the amplitude squared). The final digital 
radar image is thus formed and stored. A photo- 
graph for geologic interpretation can be generated 
from these data using standard techniques. 

The above discussion of SAR image formation 
was general, and many details of both optical and 
digital processing were omitted. The purpose of 
this section was not to present the technical 
trade-offs between optical and digital SAR pro- 
cessing; rather, the intent was to introduce the 
basic concepts behind each technique in order to 
put the interpretation of digitally and optically 
generated SAR images in perspective. 

DIGITAL IMAGE ENHANCEMENT FOR SAR 

Imaging radars, specifically the synthetic-aper- 
ture radars (SAR), are beginning to make use of 
digital techniques, and digitally correlated SAR 
images are now becoming available. However, 
optimum techniques for enhancing digital radar 
images are not fully developed due to a lack of 
understanding of the properties of radar images 
from a digital image processing perspective. 

A model-based image enhancement technique 
which was specifically designed for SAR images 
has been developed and implemented. This algo- 
rithm has been applied to digitally correlated 
Seasat-A SAR imagery of an area of geological 
interest. The purpose was to ascertain if this image 
enhancement algorithm improved the geologic 
mapping potential of the Seasat-A SAR. Before the 
results of this investigation are presented, the en- 
hancement algorithms will be reviewed. 

This enhancement algorithm was designed by 
first deriving a minimum mean square error 
(MMSE) filter to estimate the target reflectivity 
from the observed image. It was found that the 
parameters of MMSE filtering were a function ofthe 
target reflectivity mean and variance. To imple- 
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ment this filter, these parameters were estimated 
from the image and the characteristics of the filter 
were changed appropriately. An adaptive MMSE 
filter was thus constructed. 

Summarizing the algorithm from Frost et  0 1 .  
(1981), an image of terrain can be viewed as being 
made u p  of many homogeneous areas. Each 
homogeneous area belongs to one of many terrain 
categories such as forests, urban areas, croplands, 
etc. The terrain reflectivity at each position within 
a homogeneous area can be modeled by a station- 
ary random process r(x,y). Fading, due to the co- 
herent nature of the radar illumination. introduces 
a multiplicative noise component in the radar 
image (Goodman, 1976), and the point spread 
function of the imaging system further degrades 
the radar image. Thus, the recorded radar image 
I(x,y) has the model Frost et  al. (1980) 

where n(x,y) is the multiplicative noise due to 
fading, h(x,y) is the point spread function of the 
imaging system, and * denotes convolution. For 
SAR, n(x,y) is modeled by a stationary, white, 
non-Gaussian random process with a x2 probabil- 
ity density function with 2N degrees of freedom, 
and N is the number of independent radar returns 
(looks) that were averaged. 

The problem addressed here is one of process- 
ing the recorded image I(x,y) in order to obtain an 
estimate of the reflectivity data r(x,y), which we 
will call an ideal image. The impulse response 
m ( t ) ,  and the transfer function M ( f )  of the  
minimum mean squared error (MMSE) filter that 
provides an estimate of r(t) from Z(t) are obtained 
by minimizing the mean square error, E, given by 

E {  } denotes Expectation and t = (x,y) is the 
spatial coordinate. The MMSE solution leads to a 
filter (Franks, 1969) with a transfer function 

where n = ~ { n ( t ) } . ~ , ( f )  and S,(f) are the power 
spectral densities of the terrain reflectivity and the 
noise process, respectively. The filter given in 
Equation 3 is valid for smoothing SAR image data 
within homogeneous areas inside of which r(t)  can 
be modeled as a stationary random process. In  
Equation 3, H * ( f )  is the complex conjugate of the 
transfer function of the system which is not data 
dependent, and hence we will assume H V )  = 1 
over some finite bandwith for purposes of illus- 
trating the properties of the data dependent part of 
the filter M r ( f ) ,  i.e., 

A model for r(t)  is an auto-regressive process with 
an auto-correlation function (Habibi, 1972) 

where the parameters ~ , ~ , i - ~  and 'a' have different 
values for different terrain categories. The model 
for the multiplicative white noise is 

R,(T) = un2 6(t) + ?iZ, (6) 
where 8(7) = delta function and the parameters un2 
and iiZ are sensor dependent but are not scene de- 
pendent. Substituting the power spectral densities 
of r(t) and n(t) in Equation 4, it can be shown that 
the impulse response of the filter is given by 
(Frost et  al., 1980) 

with 

where K, and K, are normalizing constants, and i 
and u12 are the mean and variance of the noisy 
input image I(x,y). The constant, K,, normalizes 
the  filter impulse response so that the filter 
weights always sum to unity. The constant, K,, is a 
function of N and, for the Seasat-A SAR, K, = 12.8. 
Thus, the only data depengent parameters needed 
to implement the filter are 12 and u,,, which can be 
easily estimated from the image data. 

To process the image at location (%,yo), the pa- 
rameters I2 and u12 are estimated using data from a 
local neighborhood (after experimentation, a 5 by 
5 window was found to be best for Seasat-A SAR 
images) centered at (xo,yo), and the actual en- 
hancement is done using the spatial domain ver- 
sion of the filter given in Equation 7. The filter 
actually performs a weighted averaging of data in 
the neighborhood of (x,y,), the weights being de- 
termined from the local statistics of the data using 
Equations 7 and 8. 

The algorithm is adaptive because the parame- 
ters are determined from the input data being 
scanned by the window. To illustrate how the al- 
gorithm handles boundaries, consider two 
homogeneous (stationary) areas A ,  and A2 with 7 ,  
= 7 ,  and u,: > up2. From Equation 8, it can be seen 
that a ,  > a,, andhence from Equation 7 it follows 
that the impulse response of the MMSE filter is nar- 
rower in region A ,  than in A2. Because r(t) is the 
signal being estimated, if r(t)  has a larger variance, 
then a wide impulse response would excessively 
average the desired signal variations. Thus, for 
areas with large wr2, the impulse response of the 
filter should be narrow and vice versa. Now, in the 
boundary region between A ,  and A,, denoted by 
A,, we have a,: > art and crr2,, and hence a ,  > a ,  
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and a,. This implies that in a boundary area the 
impulse response has a very short duration, and 
hence very little averaging is done in the bound- 
ary areas. Thus, the adaptive algorithm preserves 
boundaries, whereas a non-adaptive filter would 
have blurred them. Further, this adaptive filter has 
been quantitatively and qualitatively shown to be 
superior to equal weighted and median filtering 
(Frost et al., 1980). (For a complete description of 
the theoretical basis for the adaptive convolution, 
see Frost et al., 1981.) 

Recognizing that any manipulation of raw data 
through processing or enhancement can be jus- 
tified only on the basis of either providing an in- 
creased amount of information or facilitating 
greater ease of data extraction, a preliminary as- 
wssment of the value of these data manipulation 
techniques to the geologist was made. It was at the 
same time recognized that there are inherent 
drawbacks to a qualitative approach to evaluation, 
especially with a small group of analysts. How- 
ever, even under such conditions, positive results 
should at least provide an impetus for continued 
research and development in processing tech- 
niques. 

The test area consisted of approximately 10,000 
square kilometres in the southern Appalachians 
(Figure 3), approximately two-thirds of which is 
included in the Valley and Ridge physiographic 
province of northeastern Tennessee and the re- 
mainder of which extends into the Cumberland 
Plateau Province of southern Virginia and Ken- 
tucky and the Blue Ridge Province of western 
North Carolina. This area was selected for study 
because of the excellent surficial expression of 
geologic structure. - - 

Bedrock exposures are sparce, generally being 
covered by a regolith, the thickness of which is 
controlled by slope and underlying lithology (Har- 
ris and Kellberg, 1972). Exposures are limited to 
stream valleys, road cuts, quarries, and steep 

FIG. 3. Study area. 

slopes with the amount ofbedrock the SAR directly 
senses being essentially negligible (Ford, 1980). 

Three areas were selected for enhancement 
(Figure 4). The Church Hill and Pine Mountain 
areas of enhancement are within the Valley and 
Ridge Province. The Cumberland Mountain area 
of enhancement bridges the Valley and Ridge 
Province and the adjacent Cumberland Plateau to 
the north, the separation in this area being parallel 
to the Kentucky-Virginia boundary. The Valley 
and Ridge Province is characterized by a subpar- 
allel, northwest-southeast alignment of ridges and 
valleys which have developed as a result of differ- 
ential erosion of alternating competent and in- 
competent folded Paleozoic sedimentary rocks, 
whereas the Cumberland Plateau has suffered 
deep dissection but without pattern other than that 
imposed by erosion on essentially horizontal Car- 
boniferous sedimentary rocks. 

During the time of year that this imagery was 
obtained (summer of 1978), the slopes and ridges 
of the southern A~~a lach i ans  were shrouded bv a 

A A 

forest canopy of mixed coniferous and deciduous 
trees. Valleys were cultivated, grass covered, or 
forested. The geometry of the vegetative canopy 
generally reflects the underlying terrain (Ford, 
1980). 

In  order to compare the relative amount of 
geologic data discernible on orbital SAR imagery 
processed by the three methods, the three portions 
of the digitally correlated image were enhanced, 
imagery in the three formats was analyzed, and the 
data products were compared with one another 
and correlated with data revealed through field 
work. 

The three enhanced areas were displayed on a 
cathode ray tube (CRT) and photographed with a 
35-mm camera (Figures 5, 6, and 7). A telephoto 
lens was used to minimize the effects of the CRT 
screen curvature. An identical photographic pro- 
cedure was used in recording the display of the 
corresponding three areas utdizing the computer 
compatible magnetic tape format of the digitally 
correlated image. Prints of the optically correlated 
image were generated at compatible scales from a 
duplicate negative. 

All Seasat imagery analyzed was in a black- 
and-white positive print format at a range of scales, 
analysis being executed by visual means. Accu- 
racy of feature definition as well as ease of data 
extraction was used to judge the potential of im- 
ages generated by each processing technique for 
geologic mapping. Optically and digitally corre- 
lated images were analyzed at a scale of 1:245,000 
and the enhanced images at a larger scale 
(1:91,000). 

Each image was evaluated for isolation as well 
as continuity of lithologic units, revelation of line- 
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FIG. 4. Enhanced areas. 

aments, and identification of geological structures. 
First, lithologic mapping was performed on all im- 
agery, followed in turn by the lineament analysis 
and geological structure evaluation. In order to 
minimize prejudices, the sequence in which the 
imagery of the various correlation processes were 
evaluated was randomly altered. Relevant geo- 
logic maps or literature were not extensively 
consulted prior to image analysis. Subsequent to 
mapping, artifacts of cultural features were re- 
moved from the overlays of the enhanced areas 
through comparison with topographic sheets and 
aeronautical section maps, thus reducing the data 
content of the overlay to what was assumed to be 
surficial expressions of structural elements. Dur- 

ing March 1980, a brief field check was performed 
in the research area which, along with data ex- 
tracted from published sources (Rodgers, 1953; 
Hardeman et al., 1966), provided a base for com- 
parison with and evaluation of data derived from 
the imagery (Perry, 1980). 

There were two factors considered in the com- 
parison of the processing techniques: (a) The ac- 
curacy and consistency with which the geologic 
interpretation from imagery of each processing 
technique correlated with ground truth, and (b) a 
subjective quality, the ease of image interpreta- 
bility. 

D I G I T A L L Y  - CORRELATED 
ENHANCED 

+ D I G I T A L L Y  
CORRELATED 

FIG. 5. Cumberland Mountain enhanced area. 
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FIG. 6. Pine Mountain enhanced area. 

OPTICAL VERSUS DIGITAL CORRELATION 

The degree of correlation of imagery derived 
data with ground truth was dependent on several 
parameters. A consistent geomorphic expression 
of a distinct rock type or assemblage of rock types 
resulted in a high degree of correlation in contrast 
with a lithology or assemblage of lithologies that 
lacked consistency in surficial expression. Image 
reproduction also impaired interpretation. 

D I G I T A L L Y  CORRELATED 

Not unexpectedly, the lithologic interpretation 
of the digitally correlated image was more accu- 
rate in every respect than the lithologic interpre- 
tation of the optically correlated image. The con- 
tacts between mapped units corresponded to sur- 
ficially mapped contacts much more often on the 
map produced from the digitally correlated image. 

The lineament analysis of the digitally corre- 
lated image resulted in detection of 54 percent 
more linears (geological and cultural) than on the 

ENHANCED D I G I T A L L Y  CORRELATED 

Scale 
0 6 km - 

FIG. 7. Church Hill, Tennessee enhanced area. 
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optically correlated image, although the distri- 
bution of the trends on the digitally correlated 
imagery was not significantly different from distri- 
bution on optically correlated images. Fault place- 
ment was more accurate, fewer faults were misin- 
terpreted, and more detailed aspects of fault sys- 
tems were perceived. All images, as anticipated, 
displayed a significant reduction in  the number of 
lineaments detectable in  a thirty-degree arc to 
both sides of the SAR look direction (N 67.5 W). 
This is characteristic of any radar system and is not 
indicative of the actual number of lineaments pres- 
ent in this sixty-degree arc. 

Furthermore, the digitally correlated image was 
much easier to evaluate. Contact and lineament 
perception required less time and effort. Difficulty 
in  evaluation of the optically processed image 
could be  attributed in a large part to the absence of 
a consistent tonal range throughout the image and 
the amount of noise in  the image. 

ENHANCEMENT VERSUS NON-ENHANCEMENT 

The primary value of enhancement is in the in- 
terpretive process. The  enhancement program was 
not so much designed to provide an image from 
which more data could be extracted but to facili- 
tate the extraction of data by visual means. Obvi- 
ously, image enhancement cannot create new in- 
formation; however, it can present the image such 
that it is easier to extract the desired data without 
sacrificing any of the information content of the 
original. This enhancement technique appears to 
succeed in that aspect. Less effort was required to 
delineate lithologic boundaries, and the edge en- 
hancement feature of the program results in an in- 
crease in  detectable  l ineaments  whi le  t h e  
lithologic mapping accuracy remained constant. 

Through a cursory geologic evaluation of orbital 
SAR imagery processed by three methods (optically 
correlated, digitally correlated, and digitally en- 
hanced) over a portion of the southern Appala- 
chians, as expected, digital correlation was demon- 
strated to result in more accurate definition of 
geologic features relative to the optical approach. 
Furthermore, it has been determined that the en- 
hancement technique (Frost et al., 1981) tested on 
portions of the digitally correlated image resulted 
in a modest increase in the relative amount of 
geologic data discernible. However, more impor- 
tantly, by decreasing noise content and sharpen- 
ing tonal boundaries, the enhancement program 
generated an image from which data could b e  ex- 
tracted more rapidly and accurately than from the 
non-enhanced digitally correlated image. 
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