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Understanding Anisotropic 
Reflectance in Mountainous Terrain 

Radiance, which depends upon target reflectance characteristics and 
the geometry of incident and reflected rays, is fully described by the 
bidirectional reflectance distribution function (BRDF). 

INTRODUCTION Multitemporal remote sensing is used to survey 
physical and biological processes on the Earth 

H ow TO GO fiom raw radiance data to useful surface. Such processes are made apparent by de- 
information regarding surface cover is an im- tecting changes which occurred between images 

portant topic of remote sensing. Raw images ex- taken at different times. Computerized image 
hibit a radiometry which is determined by various change detection has several advantages over clas- 
physical factors and must, therefore, be corrected sical photointerpretation in performing this task 
for the unwanted factors in order to be quantita- (Frei et al., 1980). Unfortunately, it is also sensi- 

ABSTRACT: In remote sensing radiometry captures the aggregate effect of a 
number of physical factors. Typically, most of these must be factored out using 
radiometric corrections in  order to obtain the information of interest. Here the 
question of anisotropic reflectance i n  mountainous terrain is analyzed. The 
paper is divided into four parts. First, an  overview of known methods is given. 
Second, a remote sensing model and a quantitative analysis of  radiometric cor- 
rection in  mountainous terrain is presented. Simple radiometric effects are 
explained. Third, a computer simulation is performed in  order to better un- 
derstand the combined effect of anisotropic reflectance characteristic~ and 
variable surface orientations, which are the properties of mountainous terrain 
covered wi th  vegetation. The results illustrate the mechanisms of typical radio- 
metric effects and show that the possibilities for modeling reflectance are limited. 
This limitation is due to  the practical difficulty of determining exactly all the 
reflection properties in  a mountainous environment. Fourth, as a practical ap- 
proach to the correction, a reflection model is proposed, which considers the 
particularities of airborne remote sensing in  mountainous terrain. 

tively useful. Radiometric correction methods 
have been investigated since the beginning of re- 
mote sensing; most efforts have been concerned 
with the common purpose of improving the accu- 
racy of remote measurements of surface reflection 
properties such as albedo (Reeves et al., 1975; 
Lintz and Simonett, 1976). The need for radiomet- 
ric correction methods is illustrated here by the 
practical difficulties encountered in the detection 
of change in a set of multitemporal images. 

* Now with the Institut de Microtechnique, Universite 
Je Neuchatel, Maladiere 71, CH-2000 Neuchatel, Swit- 
zerland. 

tive to changes not related to the processes of 
interest. Such changes include different recording 
conditions of subsequent images, for example, il- 
lumination and viewing conditions, characteristics 
of the atmosphere, as well as characteristics of the 
sensor. 

Of course, in the ideal case all images of a mul- 
titemporal image set would be taken under exactly 
the same recording conditions. This would result 
in images differing only by the amount of physical 
or biological changes that have occurred on the 
Earth surface. This is unfortunately not possible in 
most practical applications, i.e., where the illumi- 
nation is very different because the images to be 
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compared are taken at different times of the year, 
where the sensor location is different for flight, 
and where neither the atmospheric nor the sensor 
characteristics are constant. 

In the basic approach to this problem, ground 
reflectance is considered to be the useful informa- 
tion whereas other factors are unwanted effects 
which must be factored out. In this approach, the 
estimation ofreflectance distribution plays a major 
role. It is analyzed here for anisotropic reflec- 
t a n c e ~  in mountainous terrain with svecial em- 
phasis on low altitude remote sensing. 

This paper is organized in four parts. The first 
part gives the background of radiometric correc- 
tion. We overview its various aspects and review 
at the same time the results obtained in that field. 
This suggests that specific approaches are re- 
quired in mountainous terrain. In the second part 
we present a complete analysis of radiometry in 
remote sensing of flat and mountainous terrain. 
This is done analytically by modeling the remote 
sensing process. Special attention is given to the 
reflectance characteristic of the ground. Several 
anisotropic reflection models known in the litera- 
ture are first compared and then used to explain 
the main radiometric mechanisms. In the third 
part the analysis is performed numerically and the 
results are presented in the form of a computer 
simulation that illustrates radiometric effects such 
as hot and specular spots in flat and in mountain- 
ous terrain. This analysis reveals that vegetated 
surfaces in mountainous terrain reauire a more 
complex model than those now available. The 
form of such a model is suggested, but it is be- 
lieved to be too complex to be of practical use. In 
the last part, as a practical approach to correction, a 
reflection model is proposed for correcting air- 
borne remotely sensed images of mountainous ter- 
rain. 

In this section we review the various aspects of 
radiometric correction in remote sensing and 
suggest that specific approaches are required in 
mountainous terrain, especially for wide-angle 
imagery. 

REFLECTION PROPERTIES 

Reflection properties of the ground are the heart 
of the correction problem. Any correction method 
uses some a priori knowledge of the reflection 
properties of the surface of interest, i.e., a reflec- 
tion model. The correction accuracy is then ba- 
sically limited by the discrepancy between model 
and reality. 

Practically, a reflection model describes the re- 

characteristic of the solid part of the Earth's sur- 
face. For this reason, and also because ofits simple 
mathematical form, this model is used routinely 
for radiometric corrections (Richason, 1978; 
Robinove and Chavez, 1978; Sjoberg and Horn, 
1980). Alas, the diffuse model is only a rough ap- 
vroximation if svecific vortions of the Earth's 
surface are considered separately. With the ex- 
ception of areas covered with loose sand or fresh 
fallen snow (Middleton and Mungall, date?), most 
of the Earth's surface has anisotropic reflection 
properties. Water and glassy snow are typical for- 
wardscatters whereas volcanic rocks (Hapke and 
Horn, 1963) and plowed fields (Eaton and Dirm- 
hin. 1979) are tvvical backscatters. Reflection , & 

models ex'ist for both typical forwardscatter and 
typical backscatter types. Forwardscattering was 
analyzed extensively in connection with the  
search for an explanation of the radiometric be- 
havior of the moon (Minnaert, 1961; Hapke, 1963). 
These studies resulted in a backscatter reflection 
model which, if it fits the moon better than the 
Earth, gives nevertheless a good insight in the re- 
flection process responsible for the backscattering. 

The other typical model, the forwardscatter or 
specular reflection model, resulted from mea- 
surements on snow and metallic surfaces and is 
known as the Torrance-Sparrow model (Torrance 
and Sparrow, 1967; Trowbridge and Reitz, 1975; 
Blinn, 1977). 

More complex and less predictable are the re- 
flectance characteristics of vegetated surfaces. 
Their complexity is a direct consequence of the 
geometric structure which determines barely pre- 
dictable shadow patterns causing reflectance 
anisotropy. The use of the Duntley equations 
(Allen et al., 1970; Suits, 1972; Reeves e t  al., 1975) 
as a reflection model has been abandoned for a 
more systematic approach based on measurements 
of the reflectance characteristics of all important 
vegetated canopies likely to be encountered in ae- 
rial images (Eaton and Dirmhin, 1979; Kriebel, 
1978). These measurements permit one to build a 
numerical reflection model. The advantage of a 
numerical model is its ability to model reflectance 
behaviors of arbitrary complexity. It is a very effi- 
cient tool for it can be used as a model of reflection 
for image synthesis, or alternatively, for image 
analysis, as a means for comparing different 
canopies or as a means for measuring the degree of 
radiometric homogeneity within a given canopy 
(Kimes and Kirchner, 1981; Kimes et al., 1980). 
Finally, another reflection model based on a dif- 
fuse surface perturbed by either spheres or cylin- 
ders has been analyzed and proposed as a practical 
model for vegetated surfaces (Egbert, 1977). 

flectance variations of a reflecting surface, and it is A,,,s,,,RE 
quantitatively described by the reflectance char- 
acteristic. Atmospheric effects are extremely variable. 

A diffuse reflection model or Lambert reflector Under good visibility conditions, a usable atmo- 
is a good average approximation o'f the reflection spheric model can be set up which predicts the 
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attenuation factor of a given light path as well as 
the amount and distribution of the scattered light 
responsible for the skylight (RCA, 1974; Tricker, 
1970; Divari, 1970; Ahern et al., 1978). The diffi- 
culty arises from the fact that the atmosphere and 
the ground are interacting, with the consequence 
that the skylight is not only a function of the sun 
and the atmosphere, but is also dependent both on 
the reflectance properties of the ground (Koepke 
and Kriebel, 1978) and on its topographic shape 
(Kimes and Kirchner, 1981). Thus, an independent 
analysis of the light processes both in the atrno- 
sphere and on the ground is generally not possi- 
ble. Only under certain circumstances (Favre et 
al., 1979) can both processes be analyzed sepa- 
rately. For example, a constant skylight and a sim- 
ple distribution function have been used with suc- 
cess in previous practical applications (Sjoberg 
and Horn, 1980). 

SENSOR 

Traditionally, the recording is photographic. As 
a measuring device, the camera, film, and film- 
scanner make it difficult to control radiometric 
characteristics. The sensor transfer characteristic 
is non-linear overall, spatially variable, and vari- 
able from film batch to film batch. It must be com- 
pensated by the use of anti-vignetting filters and 
by adequate radiometric calibration methods 
using greyscales directly exposed onto the film 
(Walker, 1979) or reference reflectors in the im- 
aged scene (Egbert, 1977). 

Recording by electro-optical scanners is more 
recent. This method shows a stable and linear sen- 
sor characteristic. For radiometric measurements, 
the use of electro-optic scanners is therefore pref- 
erable if available. 

HIGH VERSUS LOW ALTITUDE IMAGERY 

High altitude or spacecraft imagery and low al- 
titude or aerial imagery do not give rise to the 
same difficulty for radiometric corrections. This is 
due to the particularities of the reflectance char- 
acteristic and to the fact that the visual angle under 
which the images are taken is usually small for 
high altitude images whereas it is large for low 
altitude images. As a consequence, more impor- 
tant reflectance variations are usually found in low 
altitude imagery. As a remedy, methods have been / proposed in the special case of flat terrain: the 
anisotropy was either reduced by reducing the vi- 
sual angle (Walker, 1979), or compensated for its 
major effect, i.e., the hot spot produced by strong 
backscattering (Nagao, 1977), or corrected ac- 
cording to a complex reflection model (Egbert, 
1977). 

FLAT VERSUS MOUNTAINOUS SITES 

In all applications and models considered so far, 
the ground was considered flat. In mountainous 

IN MOUNTAINOUS TERRAIN 

terrain, the problem is more complex. Here, in- 
deed, radiometry is the consequence of the com- 
bined effect of reflection properties and surface 
orientation (Holben and Justice, 1980). The 
radiometric correction method for flat sites must, 
therefore, be modified to also account for the vari- 
able surface orientation. 

A particular approach exists in the case of a 
small viewing angle, i.e., high altitude imagery, 
where the assumption of parallel observation rays 
can be made with the consequence that the ob- 
served radiance, for a given illumination, is a 
function of the terrain orientation only. The re- 
flectance map (Horn and Sjoberg, 1979) is best 
suited to describe and compute this function. On 
this basis and by using a digital terrain model to 
account for relief geometry, synthetic images were 
generated for applications such as image registra- 
tion (Horn and Bachmann, 1978) and computer 
graphics (Horn, 1981). On the same basis, 
radiometric corrections were performed previ- 
ously with isotropic (Sjoberg and Horn, 1980) and 
anisotropic (Smith et al., 1980) reflection models. 
In practice, these methods are suited for satellite 
images. 

This paper analyzes the more general case, typi- 
cally encountered in low altitude imagery, where 
the assumption of parallel observation rays cannot 
be made and, consequently, the reflectance map 
cannot be used. A bidirectional reflection model is 
required. One such model results if we consider 
the terrain as a curved surface with an intrinsic 
reflectance characteristic. We analyze it for vari- 
ous analytical and numerical, isotropic and aniso- 
tropic reflection models for flat sites. 

We also show its limits which leads us to the 
formulation of another, more general, model 
characterized by an orientation dependent reflec- 
tance characteristic. It turns out, however, to be 
beyond the limits of practical reflectance mod- 
eling. 

As a practical approach to the correction of wide 
angle images of mountainous terrain, we finally 
suggest a model based on backscattering and dif- 
fuse reflection. 

RADIOMETRIC ANALYSIS 

This radiometric analysis is based on a remote 
sensing model and on several reflection models. It 
provides an exact description of the processes in- 
volved and explains main radiometric effects. 

In order to present the reflection process on the 
ground in a wider context, we first consider a for- 
mal description of the complete remote sensing 
path. 

To state the different factors which determine 
the sensitometry in remote sensing, let us consider 
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the model of Figure 1. The Earth's surface is il- 
,\ '/ 

luminated by natural light on one hand and .\ -so: ! 
1 /&NsoR viewed by a light sensing system on the other / 

hand. The light path, described from the source to 
the sensor, is as follows. We first consider the in- 
cident path with the top-of-the-atmosphere colli- 
mated light source of irradiance, E,, produced by 
the sun. This light is attenuated and scattered in- 
side the atmosphere. As a consequence, the il- 
lumination of the target has two basic components: 
direct attenuated sunlight and spatially distrib- d 
uted skylight. The direct sunlight is still a colli- 
mated beam, producing the attenuated irradiance, 
E,,, on a surface orthogonal to the light beam with FIG. 2. Spherical coordinate system bound to the target. 
the value 

E,, = E" . T,,, 
"A " 

the ratio of reflected radiance, dL,, in the direction where T110 is the for the 
of the sensor to the irradiance, dEi, in the direction the-atmosphere irradiance, E,. Because of fore- 

shortening, the irradiance on the target produced toward the source: i.e., 

by the direct beam is reduced to dLr(0i>4i>er,4r) 
fr(ei>$i?0r,$Jr) = 

E ~ ,  = E ,  . T,,, . ~ 0 ~ 0 ~ ~  dEi(ei,4i) 

where Bio is the nadir angle of the sun incident where 0i and 4i and 0, and 4, are respectively, the 
beam (Figure 2) .  spherical angles of the incident and reflected 

The spatially distributed skylight can be charac- beams in the target hemispherical coordinate sys- 
terized by a radiance function Liz(8i,+i) which pro- tem @,4 (Figure 2) .  The radiance of a target with 
duces an irradiance on the target according to a given BRDF can thus be computed according to 

The total target irradiance is the sum of both com- 
ponents. It is written as 

Next, the irradiated target reflects light in the 
whole hemisphere. The radiance, L,, in the direc- 
tion of the sensor depends on the target reflectance 
characteristic and the geometry of the incident and 
reflected beams. It is fully described by the bidi- 
rectional reflectance distribution function (BRDF), 
which is denoted by the symbol f ,  and defined as 

FIG. 1. Remote sensing model. 

Further along the light path, the reflected light 
beam, which extends from the target to the sensor, 
is again affected by the atmosphere. The radiance, 
L,, measured by the sensor is the target radiance, 
L,, attenuated by the factor, T,,, plus an extra 
amount resulting from the scattered sunlight which 
is reflected toward the sensor all along the reflected 
beam path. The last is known as the path radiance 
L,,. Symbolically, 

Finally, there is the sensor path which leads from 
the radiance, L,, entering the sensor to its digital 
value according to the sensor transfer function. 

This concludes the description of the light path 
from the sun to the sensor. The atmosphere, the re- 
flectance characteristic, and the sensor were shown 
to be the sensitometric factors in remote sensing. 
The correction of effects from the atmosphere and 
the sensor can be done by the methods mentioned 
in the introduction and is not treated in more de- 
tail here. The following sections concentrate on 
the estimation of the reflectance characteristic in 
the case of mountainous terrain. 

Here we give a formal description of the light 
path geometry in a spherical coordinate system 
bound to the target. 
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( X I  FIG. 4. Target spherical coordinate system with main 
FIG. 3. ~errain coordinate system with sun, target, and directions: sun (i), target (*), sensor (r), and high- 
sensor. light (h). 

Figure 3 shows the target as an element of the 
Earth's surface A(x,y) within the basic coordinate 
system x,y,z defined by the directions East, North, 
and Zenith, respectively. The vector n* normal to 
the target is obtained from the surface A(x,y) with 

The direction of the illumination source is given 
by i* = (xi, yi, zi) and that of the viewer is obtained 
from the viewer location (x,, y., z,.) by 

rv = (xu - X, y, - y, zr - z) .  

The unity vectors n, i, and r are obtained by nor- 
malizing n*, i*, and r*, respectively. 

Another important direction which will be used 
later is that of the highlight unit vector, h, which 
lies half way between i and r. Computationally, 

Obviously, the highlight direction is constant for 
constant i and r. We can think of it as the direction 
resulting from i and r that the target normal must 
have in order to produce the largest specular re- 
flection. 

So far, these vectors are specified in the rectan- 
gular coordinate system x,y,z bound to the terrain. 
To perform the reflectance computation, their 
spherical coordinates in the target system (Figure 
4) are needed. As coordinates, we will use here 
the cosine of the spherical angles which we call 
the M-variables. They are as follows: 

For the incidence angle Oi: 

Mi = cos Oi = n - i. 

For the reflection angle 0,: 

Mr = cos Or = n . r. 

For the phase angle cu,: 

M, = cos a;, = i . r. 

For the half phase angle = 912: 

For the azimuthal angle, 4, which is derived by 
using the cosine law for the spherical triangle Oi, 
Or, and a, (Figure 4), we have 

cosa, - cosOi . cos0, 
M ,  = cos4 = 

sinei . sine, 

Finally, for the off-specular angle w: 

M, = cos cr = n . h. 

This completes the characterization of the M- 
variables, which will now be used to formulate 
various reflection models with a common notation. 

The reflectance characteristic is fully described 
by the BRDF, and choosing a BRDF is identical to 
choosing a reflection model. The BRDF is, there- 
fore, an ideal tool for comparing different reflec- 
tion models. Here, typical known reflection models 
are formulated by their BRDF, which may be either 
in analytical or numerical form. 

DIFFUSE MODEL 

An ideal diffuser has a constant radiance, L,, and 
reflects all incident light. Consequently, its BRDF 
is constant and its value is 

A real diffuser has a constant radiance, L,, and, be- 
cause of absorption, reflects the fractional part, p, 
of all the incident light. The value of its BRDF is 

TORRANCE-SPARROW'S SPECULAR MODEL 

This model (Torrance and Sparrow, 1967) has 
proved to be very close to the reflection character- 
istic of shiny surfaces. As a result, it has become a 
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popular tool in computer graphics (Blinn, 1977). 
Its BRDF is modeled as consisting of a diffuse and a 
specular component; namely, 

where kd and ks are model parameters defining the 
diffuse and specular proportions, respectively, and 
S is the specular function. This function is given by 

when expressed with the M-variables. The func- 
tions D, F,  and G are as follows. D is the microfacet 
distribution function which is typically 

where k, is a model parameter permitting to speci- 
fy the width of the specular highlight peak. 

F is the Fresnel reflection function for the beam 
falling on a microfacet with a refraction index, ni, 
under the angle of incidence, a, = arccos (M,). Its 
value is 

where 

Finally, G is an attenuation factor which cap- 
tures the shadowing effects appearing at large in- 
cidence angles, ei, and large reflection angles, 8,. 
Its value is 

G (Mi,Mr,Ms,Mq) = min -I 
This concludes the description of the Torrance- 

Sparrow BRDF as a function of the M-variables. 
The model itself is dependent on the model param- 
eters, k ,  and kd; the exponent, k,; and the refrac- 
tion index, ni. 

HAPKE'S BACKSCATTERING MODEL 

This model (Hapke, 1963) was especially de- 
veloped to fit the BRDF of the moon, which is char- 
acterized by strong backscattering. Its BRDF is 
given by the expression 

fr,h = kh ' fr.1 ' B(ap) ' Z ( a ~ )  

where kh is a scaling coefficient and the functions 
f,, l, B, and Z are as follows: f,, is the BRDF of the 
Lommel-Seelinger reflection law (Minnaert, 1961), 
whose expression is 

1 

Its value does not vary much from 0.5 for a small 

incidence angle, Bi, and reflection angle, Or, and 
its main merit in the Hapke's expression is to let 
the function become zero when 0, is n/2. 

Then, B is the retrodirective function responsible 
for the backscattering. Its form is 

if ap 2 n/2 (1 -ePt) . (3 -e-l) 
else 

k, where t = - 
t,(ff,) 

The parameter, k,, is a means of controlling the 
width of the backscattering peak and is, therefore, 
also a model parameter. 

Finally, the function, Z, is the scattering law of 
the surface. It is sometimes used as a means of 
changing the relative importance of forwardscatter- 
ing and backscattering, but only under its form for 
increased backscattering does it have a physical 
justification. In this form its expression is 

sina,, + (n - cw,) . cosa, 
Z(a,) = 

To conclude, Hapke's BRDF is a function of the 
three variables Mi, M,, and a,,. It is also dependent 
on the model parameters kh and k, and sometimes 
on the choice of the scattering law Z(a,,). These 
parameters permit one to fit the model to the actual 
surface behavior. 

In this model (Egbert, 1977), a ground plane is 
considered covered with either spherical or cylin- 
drical perturbations. The intrinsic surface of both 
the plane and the perturbations is supposed to be 
a Torrance-Sparrow reflector, i.e., to have a com- 
bined diffuse and specular reflection. Thus, the 
BRDF of Egbert's model is a sum of five terms: 
the diffuse and specular parts of both the plane 
and the perturbations, and the diffuse part of the 
shadows. The proportion of each term is fixed by 
coefficients which were experimentally shown to 
be essentially dependent on two parameters only: 
the density of the perturbations and their size. 

NUMERICAL BRDF 

Extensive measurements of natural surfaces 
have been done (Hapke, 1963; Eaton and Dirmhin, 
1979; Kriebel, 1978; Kimes and Kirchner, 1981; 
Kimes et al., 1980) which can be used as a nu- 
merical BRDF. The exact measurement of the BRDF 
of a given surface is tedious because the BRDF is a 
function of four variables. Indeed, the measure- 
ment of a BRDF based, for example, on a spherical 
raster grid with a mesh of 10 degrees both on the 
incidence and on the reflection hemispheres re- 
quires (364)' = 82944 single measurements. This 
number is reduced by half by using the reciprocity 
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SAND MOON SNOW FOREST 1 
Description: diffuse 

surface 
lunar 
surface 

glazed snow coniferous 
forest 

( a =  580 nm) 
Model : diffuse Hapke Torrance 6 numerical 

Sparrow 

Parameters: fr,d= . 6  k = .5 kd= . 6 ,  kg= 30 from [~riebel] 
n.=1.31, ke=500 

FIG. 5. Characterization of the four surfaces used in the simulation. 

property of the BRDF (due to Helmholtz [Nico- 
demus et al., date?]); i.e., 

f r  (Oi,4i>Or>4r) =fr (Or>4nOi>4i). 

This number is further reduced significantly by 
reducing the number of variables to three, assum- 
ing a rotational symmetry of the targets; i.e., 

f r , 4  (Oi,@i,Or,@r) =fr,dOi,Or,$) 

where = 4 1 $i - +r 1 
Such an assumption is reasonable for most natural 
surfaces. Under these circumstances, the number 
in the above example is reduced to (8*8*19) = 
1216, which is the number of single measurements 
required for determining the BRDF of a single tar- 
get. It gives also the storage requirement for using 
it in a computer simulation. This number must be 
multiplied by the number of channels in multi- 
spectral applications. 

In order to better understand their anisotropic 
behavior, we compare the shape of different re- 
flection models. We choose to compare the shape 

of their bidirectional reflectance distribution func- 
tion (BRDF). The behavior of four typical surfaces, 
namely sand, lunar surface, glassy snow and forest, 
is now compared. The corresponding models as 
well as the parameters are summarized in Figure 
5. These models all use the rotational invariance 
of the surface so that their BRDF are functions of 
three variables. 

Figure 6 shows the BRDF of the four surfaces in 
the plane of incidence (4 = 0 and 180 degrees) as 
a function of the angle of reflection, Or, for several 
angles of incidence. These figures illustrate the 
strong anisotropies for which we are expected to 
make a correction. 

In this section we analyze the main effect of re- 
flectance anisotropy on the remotely sensed image, 
which manifests itself as a hot and specular spot, 
and the ways to avoid it. 

REDUCING T H E  RADIANCE VARIATION I N  THE IMAGE 

Looking again at the curves of Figures 6 with 
the aim of avoiding the conditions which cause the 

C D 

FIG. 6. BRDF of four surfaces shown in the plane of incidence (4 = 0" and 180") as a function of the reflection angle, 
8,. Several curves are shown corresponding to different incidence angles, Bi, marked by an arrow. 
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strongest anisotropies, we see several regions to 
avoid: 

the specular and backscatter peaks, and 
the large angles of incidence Of andlor reflec- 
tion 8,. 

The overall radiance variation of a given image 
can thus be significantly reduced by avoiding these 
zones of high anisotropy. This is done by choosing 
appropriate viewing and illumination conditions 
as will be shown. Before going on further in that 
direction, we give a formal description of the effect 
of the forwardscatter and backscatter peaks on the 
remotely sensed image. 

HOT SPOT AND SPECULAR SPOT 

The backscatter peak has its maximum when the 
phase angle, ap, is zero (ref: Hapke's model), i.e., 
when the incident and reflected directions are 
identical; i.e., 

Its effect on the image is a hot spot which lies on 
the straight line extending fiom the source through 
the sensor (Figure 7). This location, which is also 
called the antisolar point, has the particularity of 
being independent of the ground slope, i.e., it is 
located at the same place for flat and mountainous 
terrain (parallax not considered). 

The forwardscatter peak shows its approximate 
maximum when the surface normal, n, and the 
highlight vector, h, are identical (ref: Torrance- 
Sparrow model) (the exact maximum being at an 
angle slightly lower than the angle for appropri- 
ate maximum): 

h = n , i . . ,  Bi = 8, and 4 = P. 

According to this and for flat terrain, the resulting 
highlight or specular spot produced on the image 
is located in the plane of incidence (w,z) contain- 
ing the sensor (Figure 7) and at a location sym- 
metrical to the hot spot with respect to the sensor. 
In  mountainous terrain, however, several specular 
spots are possible. They may appear all around the 
spot for flat terrain, provided that h = n. In order 
to describe their possible location in the plane of 
incidence, we assume a one-dimensional function, 
A(w), describing the terrain in that plane. The ter- 
rain slope is 

dA 
tany = - 

dW 

and simple geometry leads to the following condi- 
tion (Figure 8): 

for the existence of a specular spot in the plane of 
incidence. Note that, with respect to the location 

FIG. 7. Hot spot and specular spots as viewed from the 
sensor. 

of the specular spot for flat terrains, the possible 
locations in mountainous terrain are further from 
the viewer if the slope is toward the viewer and 
nearer if the slope is away fiom the viewer. 

OPTIMAL VIEWING AND ILLUMINATION CONDITIONS 

Returning to the appropriate choice of illumina- 
tion and viewing conditions, we now see two fa- 
vorable possibilities (Figure 8): 

A vertical viewing axis with a rather small view- 
ing angle in order to avoid both types of spots. 
This also prevents large angles, 0, and 8,. The 
choice of the zenithal light source angle, P,  is a 
trade off between keeping the light spots away 
from the viewer and avoiding large angles of in- 
cidence, 8,. 
An oblique viewing axis to avoid both types of 
light spots with the same trade off for the choice 
of 8. Here, however, we have the risk of 8, be- 
coming too large. 

VISUAL SIMULATION AND MODEL GENERALIZATION 
VISUAL SIMULATION 

We now simulate the remote sensing process 
and generate synthetic views of both flat and moun- 
tainous terrain, in order to illustrate the combined 
effect of anisotropic reflectances and mountainous 
terrain. The elements required are basically a digi- 
tal terrain model to describe the relief and a reflec- 
tion model such as the ones described above. 

The question arises as to how to combine the 
terrain model and the reflection model. The pres- 
ent simulation is based on the assumption that the 
surface reflectance characteristic of the terrain 
is constant, i.e., i t  is both space and slope 
invariant. This assumption is the key to the 
generation of synthetic views which then com- 
prises the following steps: (a) defining the light 
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FIG. 8. Favorable viewing conditions which avoid the areas of strongest anisotropies. 

source vector, i, which is constant for the entire 
image; (b) using the location of the sensor and the 
digital terrain model to determine the value of the 
directions, n and r, for each ~ ixe l :  (c) transforming 
i, n, and r in M-variables; an>, finally, (d) cornpug 
ing the image luminance according to the four dif- 
ferent reflection models. 

- 
The present simulation uses a digital terrain 

model derived from the U.S. Geological Survey. 
We use the site of Redondo Peak, New Mexico 
with a size of 15.5 km by 15.5 km that encompasses 
256 by 256 elevation elements equally spaced on a 
rectangular grid. As reflection models, we will 
consider the four models previously described 
which stand for sand, moon, snow, and forest, re- 
spectively. 

Figure 9 shows the results of the simulation. 
Shown are vertical views on both a flat (Figure 
9(1)) and a mountainous (Figures 9(2), 9(3), and 
9(4)) terrain which reflect light according to the 
four reflection models. In all images North is on 
top, and the illumination is from South-West at an 
incidence angle of 55 degrees. For different im- 
ages the sensor is located at different distances 
from the ground and the viewing angle is adjusted 
in order to depict the same part of the terrain. In 
Figure 9(2) the mountainous terrain is viewed 
from a geostationary orbit under a viewing angle of 
0.02 degrees. The terrain of both Figures 9(1) and 

9(3) is viewed from an identical altitude of 25,000 
feet. In order to facilitate the comparison between 
images 9(1) and 9(3), the flat terrain was choosen 
to lie at the mean altitude of the mountainous ter- 
rain, i.e., 8000 feet. Using this mean altitude, a 
viewing angle of 112 degrees is determined. As for 
Figure 9(4), this is an extreme case where the ter- 
rain is viewed from an altitude of 15,000 feet, 
which results in a mean viewing angle of 145 de- 
grees. 

These images demonstrate the effect of aniso- 
tropic BRDF on the overall radiometry of the re- 
sulting images. The isotropic sand model serves as 
a reference, and its images are, of course, un- 
changed in the different views. The moon model 
gives rise to a very strong hot spot whose location, 
as expected, is different in each image. With the 
snow model, the typical behavior of a shiny sur- 
face characterized by several terrain-orientation- 
dependent specular spots or highlights is found. 
Finally, the forest model also produces important 
radiometric changes in the images, which are less 
easy to interpret however. 

The images resulting from the numerical forest 
model suggest the following comments. First, the 
image of the flat terrain reveals a rough quantiza- 
tion of the numerical BRDF. Although the values 
are computed from the numerical BRDF by means 
of a linear interpolation, important radiometric 
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FIG. 9. Simulated views of a flat and mountainous terrain according to four different reflection models: (A) sand, (B) 
moon, (C) snow, and (D) forest. (1) Flat terrain viewed from a 25,000-foot altitude; (2) mountainous terrain viewed 
from an infinite altitude; (3) mountainous terrain viewed fiom a 25,000-foot altitude; and (4) mountainous terrain 
viewed from a 15,000-foot altitude. 

variations are visible, which suggest that a more 
accurate model is needed if radiometric correc- 
tions are to be performed on this basis. 

Second, a closer look at the forest images of Fig- 
ures 9(2), 9(3), and 9(4) reveals an important in- 
crease in the overall luminance when the viewer 
distance to the terrain increases. This is well ex- 
plained by the corresponding increase of the re- 
flection angles of the single pixels. Another visible 
effect is the strong luminance variation as a func- 

tion of the surface orientation in the mountainous 
terrain. This variation is in fact much more impor- 
tant for the forest than the corresponding variation 
in the diffuse model. We have to explain this 
phenomenon which does not correspond to what we 
really see in images from forests in mountainous 
terrain. A pertinent explanation is that the basic 
assumption we made for this simulation is not 
valid and that a different description of the reflec- 
tion is required in mountainous terrain. 
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PRACTICAL LIMITS OF REFLECTION MODELING 

With a five-variable BRDF like the above, we 
reach the reasonable practical limits of reflection 
modeling. This is particularly true when working 

A )  B) %@* with nation numerical of the model BRDFS, alone in which would case require the a determi- prohib- 

FIG. 10. Assumed structure of the ground for different itive amount ofmeasurements. B~~ this is also true reflection models. 
if an analytical BRDF is used (assuming that such a 
model can be found), because here, also, its de- 
termination would require very tedious mea- 
surements. 

GENERALIZED MODEL Above all, it is doubtful that such a very precise 

The results of the simulation suggest that a model can really be used. This is because the veg- 

model based on a surface spanned on the relief etated surfaces in mountainous terrain lack the 
relative homogeneity encountered in flat terrain, with an intrinsic orientation-invariant BRDF does 

not hold, at least for forest cover. This suggestion so that a very precise model is not really worth- 

will now be reinforced by the following explana- while. 

tion of the real meaning of this assumption: PRACTICAL CORRECTION METHOD 
Let us consider a surface covered with forest. In 

the case of a flat site as shown in Figure lea, the We will now suggest a more ~ractical approach 
BRDF is for the radiometric correction of airborne remotely 

sensed images. Because of the difficulty men- 
f r  =fr(Oi, or, 4) tioned above of defining an exact model of reflec- 

tion, we will concentrate on the correction of the 
where major radiometric inhomogeneities in the image. 

Oi = constant, In remotely sensed images from mountainous or = O r b ,  Y ) ,  and terrain, the most obvious radiometric variations 
4  = 4  ( % Y ) .  caused by  illumination and viewing angles are 

The case of the mountainous site, where the as- the consequence of (a) foreshortening and (b) 
sumption of a constant BRDF is made, is shown in backscattering. Foreshortening describes the vari- 
Figure lob and is described by the following orien- ation of the effective surface of the target when its 
tation invariant BRDF: orientation changes. This effect is considered in 

the diffuse reflection model. On the other hand, 
f r  =fr(Oi,0r,4) backscattering is obvious on vegetated surfaces. 

where Even if it is less strong, it is somewhat comparable 
to the backscattering of the lunar surface. 

0. = 0 (44 2) 
' ' d x ' d y  ' 

These considerations allow us to propose the 
following practical BRDF built on the BRDFS ofboth 

d A  d A  the diffuse model (fr,d) and Hapke's model V;,h): 

f r  = kd) ' f r , d  + kh ' f r , h  

The invariance assumed in this case would imply 
that trees grow perpendicular to the tilted surface, 
which is obviously not the case. This explains the 
phenomenon observed before in the simulated 
images and suggests also that such a model is un- 
able to describe the exact behavior of vegetated 
surfaces with variable orientation. 

A more general model is thus required to de- 
scribe the reflection of the surface of Figure 10c. 
An orientation-dependent BRDF makes this pos- 
sible: i.e., 

where Oi, Or, and 4 are as above. 

where kd and kh are scaling parameters. Their 
value must be adjusted in order to obtain a best fit 
between the real recorded image and the synthetic 
correction image generated with this rule and 
using the appropriate digital terrain model. Note 
that, with this model, the resulting radiance in the 
image has a terrain-variable component, the dif- 
fuse, and a roughly terrain-invariant component, 
the backscattering. This facilitates the parameter 
adjustment. Practical results based on this model 
can be found in a separate paper (Shibata et al., 
1981). 

We have reviewed the mechanisms of reflection 
in the case of natural surfaces in mountainous ter- 
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rain, and demonstrated their effect on the 
radiometry of remotely sensed images. Using the 
reflection characteristics of sand, lunar surface, 
snow, and forest, simulated images of mountain- 
ous terrain were generated based on the assump- 
tion of a surface with an intrinsic orientation- 
invariant reflection characteristic. This approach 
was shown to be feasible only for simple flat sur- 
face covers. Surfaces with an important vertical 
structure such as vegetated surfaces and especially 
forests require a more complex reflection model in 
which the BRDF is also a function of the surface 
orientation. For practical purposes, however, a 
more simple reflection model is proposed, which 
permits one to compensate well major radiometric 
effects of airborne remotely sensed images of 
mountainous terrain. 
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