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Solid state linear photo sensors, area correlation techniques, and 
simultaneous adjustment promise automated map making and digital 
elevation modeling. 

T HE USER OF REMOTE SENSING is primarily inter- 
ested in the radiative or reflective properties 

of the objects with which he determines the object 
classes by means of the well known methods of spec- 

directly computer compatible data format for 
storage and computations; 
unlimited and practically instantaneous data 
transmission; 
precise quantitative measurement of radio- 
metric intensities; and 

ABSTRACT: A new digital procedure for generating and processing scanner images 
is presented. The terrain is scanned by an opto-electronic three-line scan camera 
from aircraft, missiles, or spacecraft. Three linear sensor arrays are arranged in 
the focal plane of the camera objective perpendicular to the flight course. Each 
sensor array produces an image strip of the covered terrain according to the push 
broom principle. Points in  the digital elevation model ( D E M )  to be computed are 
selected in  the middle image strip whose object planes are nearly vertical. The 
corresponding image points in the other two image strips are determined by area 
correlation methods. The coordinates of all these image points and a few control 
points are inserted into a least-squares adjustment for computing the orientation 
parameters of the camera along its entire flight course and the coordinates of the 
points of the D E M .  Raster plots of orthophotos and stereo orthophotos are produced 
after the digital rect$cation of the image strips, utilizing the points of the DEM 
grid. 

tral classification. These data are usually collected measurement of the radiation in spectral bands 
by opto-electronic sensors which scan the terrain which are important for remote sensing but not 
line by line and produce digitized signals for every registered by photographic emulsions. 
picture element. The advantages of this method in- 
clude These advantages have to be traded off with a severe 
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disadvantage, i. e., the loss of geometrically exact 
stereo compilation, used in photogrammetry so suc- 
cessfully for many decades, as a consequence of the 
loss of the central perspective picture geometry 
present in photographs. This fact was not given 
much weight in the early days of remote sensing. 
Gradually, however, one realized that the geomet- 
ricallv correct location of the classified ~ ixe l s  is of 
fundamental importance and is practicall; indispen- 
sible. 

These introductory remarks pertain in principle 
to every opto-electronic scanning process unless it 
is of the target scanning type as in a vidicon camera. 
Both the optical mechanical scanner and the scan- 

ushbroom camera 

ning method known under the name of push broom 
principle are impaired by inherent geometrical dis- 
tortions. In what follows we will confine ourselves 
to discussing the problems and their solutions of the 
push broom method (Figure 1). 

push broom principle. 
FIG. 1. Opto-electronic image recording according to the 

A semiconductor sensor array arranged perpen- 
dicular to the direction of flight in the focal plane 
of an objective scans the terrain line by line. The 
picture elements of one line are sensed simulta- well known along the entire course of the carrier. 
neously and stored during one scan cycle (Hofmann, By arranging several sensor arrays in the focal plane 
1982). of the objective of the camera, the terrain elevations 

The instantaneous position and orientation of the can also be determined. Although there exist a 
sensor array and, consequently, the geometry of the number of proposals along these lines, e.g., the 
produced image strip depend on the speed of the MAPSAT project of the U.S. Geological Survey (Col- 
carrier, its trajectory in space, and the momentary vocoresses, 1979; ITEK-Corp., 1981) and STER- 
tilt of the camera. These data are not exactly known, EOSAT (Welch, 1981), no such method has become 
and the image strips reproduced from the unpro- operational yet. Both cases deal with satellite-borne 
cessed original raw data are geometrically distorted. stereo push broom scanners. In the MAPSAT project 
Thus, the task presents itself to rectify them. a very precise stabilization and control of the space- 

craft is foreseen in order that the pixel traces of the 

Basically, two methods were developed for 
solving the problem. One addresses itself to the task 
of only rectifying the recorded images, the other to 
determine also the third dimension of the terrain, 
i.e., its elevations. The latter task can be accom- 
plished in principle only with a minimum of two 
sensor arrays. 

The so-called interpolation method follows a 
quasi-empirical way. By means of a relatively large 
number of control points which are approximately 
evenly distributed over the area to be rectified, the 
image strip of the scanned terrain is rectified ac- 
cording to certain procedures. To this end it is nec- 
essary to identify these control points both in the 
image strip and in some other geometrically correct 
representation of the terrain such as a map or an 
orthophoto, and to measure their coordinates in 
both representations (Kraus, 1975). It is evident that 
this is a cumbersome way. The terrain elevations 
cannot be deduced from the image strips by this 
method. 

The second method consists in either precisely 
stabilizing or continuously measuring the camera's 
position and orientation so that both of these are 

foreward looking detectors coincide with the cor- 
responding pixel traces of the backward looking de- 
tectors of the sensor arrays in order to allow one- 
dimensional epipolar correlation. This concept 
requires very precise adjustment and absolute ac- 
curacy for the camera mounting, and very stringent 
requirements for the stabilization and control of the 
satellite's attitude depending on the trajectory and 
the Earth's rotation. In contrast to this, all these 
requirements are dispensable for the Digital Pho- 
togrammetric System (DPS). It is based on the prin- 
ciple of aerotriangulation and bundle adjustment, 
whereby a great number of tie points are computed 
by area correlation. Using these points, the orien- 
tation parameters along the flight trajectory and the 
coordinates of a digital elevation model (DEM) are 
computed without external informations or mea- 
surements. This means that, by analytical photo- 
grammetric methods, the data of orientation and the 
DEM are computed from the image data alone. 
Solely for the absolute orientation of the model a 
few control points are required (as is usual in aero- 
triangulation). 

This procedure is suitable not only for spacecraft 
but also for aircraft, as all problems of control and 
stabilization are greatly reduced. The DPS-process 
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Fl@ltdkectron - 
FIG. 2.  Three-line camera with only one objective. 

differs essentially from all existing procedures of 
geometric rectification of push broom data and 
brings the digital push broom camera in competition 
with the photogrammetric camera. 

Like the DPS camera described in this paper, the 
proposed MAPSAT and STEREOSAT cameras are 
equipped with three sensor arrays, but they use 
only two of them at a time, either the two outer 
ones or one outer one and the array in the middle. 
In contrast to that, the DPS method always uses the 
image strips of all three sensor arrays. A small but 
significant difference! 

Two earlier propositions should also be men- 
tioned which originated in photogrammetry. In the 
mid-fifties Rosenberg and Williams published a pro- 
posal for an opto-electronic imaging method (Wil- 
liams and Rosenberg, 1956). It consisted basically 
in arranging two opto-electronic scanners perpen- 
dicular to the direction of flight and one scanner 
parallel to it. The data of the outer orientation were 
to be measured continuously. The aim of the 
scheme was to provide data for electronic processing 
to produce orthophoto maps. 

In 1970 Derenyi published a proposal for a three- 
channel strip line camera which produced three 
image strips of different perspectives simulta- 
neously (Derenyi, 1970). He realized that the cam- 
era's orientation parameters can be reconstructed 
from the image coordinates of corresponding picture 
elements of the image strips. It is strange that this 
idea was never developed further. The DPS principle 
was originated independently and without knowl- 
edge of the work of Derenyi. 

THE PRINCIPLE OF OPERATION OF DPS 

The DPS camera contains in the focal plane of an 
objective three linear semiconductor sensor arrays 
A, B, and C, which are oriented perpendicular to 
the direction of flight of the carrier (Figure 2). Their 
mutual separations determine the stereo base. 

In an equivalent arrangement, three individual 

Flb$~t diredm - 
FIG. 3. Three-line camera with convergent objectives. 

objectives can be used whose optical axes are con- 
vergent and which illuminate three linear sensors 
mounted perpendicularly to the direction of flight 
(Figure 3). This arrangement is advantageous with 
the long focal lengths which are required for im- 
agery from outer space. 

During the flight these linear sensor arrays A, B, 
and C scan the terrain according to the push broom 
principle with a synchronous image cycle N, 
thereby producing three overlapping image strips 
A,, B,, C, of the same terrain but with different 
perspectives (Figure 4). Because of the movement 
of the carrier, a different set of orientation param- 
eters (X, ,  Y,, Z,, w,, +,, K,) applies to each image 
cycle. On the other hand, each terrain point Pi(Xi ,  
Y,, Z i )  is imaged at three different image cycles N,, 
N,, N, and corresponding positions on the sensor 
arrays A, B,  C.  As the position of the linear arrays 
within the image plane and the pixel intervals are 
known, the image coordinates x, and y,, x, and y,, 
x, and y, of any imaged terrain point Pi can be 
computed in each case. 

By using the proposed DPS-procedure, the ori- 
entation parameters along the course of flight at dis- 
crete points P, (orientation points) and the three- 
dimensional coordinates of the terrain points Pi are 
computed in a coherent, invariant, and rectified 
model only from the image coordinates. If this is 
executed in a local coordinate system at any scale, 
no further external data are required. If the model 
data are wanted in an absolute general coordinate 
system, at least three control points are required 
which have to be identified in the DPS model. For 
this absolute orientation, orientation parameters of 
the camera are also suitable. This may be important 
in those cases where the orientation parameters of 
a spacecraft over unknown terrain can be deter- 
mined more easily than control points on the 
ground. 

For the generation of the DPS model, we use the 
fact that each terrain point is scanned from three 
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different camera positions at three different image 
cycles N,, N B ,  and N c .  Consequently, there exist 
three image rays intersecting in that terrain point. 

In principle, two algorithms exist for the model 
computation: 

With the image rays belonging to an identical 
terrain point, the coplanarity equations are set 
up. This means that two image rays must be 
situated in one plane. For each terrain point, 
normally three coplanarity conditions (three 
combinations EAEB,  EAEc, E B E ,  of three rays) 
can be set up. These equations contain only the 
image coordinates and the orientation param- 
eters. 
For each of the rays E,, E,, E ,  the collinearity 
equation is set up. It contains in each case the 
image coordinates and the orientation param- 
eters as well as the terrain coordinates. 

The precondition for both methods is the identi- 
fication by area correlation of the image points be- 
longing to the same terrain point. In both cases the 
set-up of error equations and the solution of the 
corresponding normal equations leads to the desired 
results. 

We have decided to adopt the second method as 
it allows a straight forward least-squares adjustment 
for the whole model, including the terrain points. 
The following explanations therefore refer to that 
method. 

It is not required and practically impossible to 
compute the coordinates of each terrain pixel and 
the orientation parameters for each image cycle N .  
It is sufficient to select discrete terrain points, so 
called digital elevation model (DEM) points P,, and 
to represent the  terrain by a network of these 
points. In a similar way we compute the orientation 
parameters only in discrete "orientation points" P, 

whose intervals depend on the smoothness of the 
movement of the carrier and the required accuracy. 
All points within a DEM mesh and all parameters 
between the orientation points can be determined 
by linear or non-linear interpolation. 

The computation of the DPS model is executed in 
two steps: At first the image coordinates of the DEM 
points are determined by area correlation and then 
the model is computed by the second method (i.e., 
the collinearity equation). 

DATA COLLECTION 

The computer selects DEM points in the middle 
image strip B, which was produced by the sensor 
array B. Their corresponding image points in the 
strips As and C, are determined by area correlation 
techniques (Figure 5). The computer works step by 
step from one DEM point to the next so that already 
correlated and thus identified points can be utilized 
to extrapolate temporary rectification parameters for 
improving the geometric similarity between the 
pixel matrices to be correlated. Similarly, the co- 
ordinates of the corresponding image points of the 
DEM points can be estimated prior to the correlation 
of the windows surrounding the DEM points, 
whereby the probability of a successful correlation 
is improved. This method is well known (Panton, 
1978). 

The DEM points in image strip Bs are positioned 
so that the areas to be correlated exhibit sufficient 
image contrast. For area correlation, besides the 
well-known cross correlation, a new procedure de- 
veloped by Pert1 and Ackermann (1982) may be 
used. Window sizes, the determination of the pre- 
liminary correlation point, and filtering influence 
essentially the accuracy and reliability of the results. 
The point of optimum correlation can be deter- 

Digitized image signals MagneUc recwding tape 
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FIG. 4. Opto-electronic imaging with a three-line-camera according to the DPS method. 
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FIG. 5. Corresponding image points of the DEM points in 
the image strips As, Bs, and D,. 

mined with an accuracy of a fraction of one pixel. 
(Pixel sizes of the CCD sensors used are on the order 
of 7 to 13 micrometres.) 

The following circumstances favor the reliability 
and accuracy of the correlations: Compared with the 
correlation of photogrammetric photographs the 
convergence angle between the image portions of 
strips B, and A, and strips B, and C, which are to 
be correlated are only half as big, i.e., the distor- 
tions of inclined surfaces or lines are less by about 
one half. Both the quality and the modulation of the 
picture signals are superior to those of scanned pho- 
tographs. Because of its larger information content, 
area correlation yields results with greater reliability 
than correlation along epipolar lines, whose exacting 
preconditions are not fulfilled in the present case, 
anyway. The computation time, however, is larger, 
but fast array processors and skillful correlation 
strategies (for example, by least-squares adjustment 
(Ackermann, 1983)) will help to overcome this draw- 
back in a future operational system. Unsuccessful 
correlations and ambiguities are handled by auto- 
matic search processes. For a future operational 
system, it is planned that in extreme cases of cor- 
relation failures an operator can exert his control by 
means of an interactive stereo video terminal. This 
stereo monitor system consists of two TV refresh 
monitors with electronically generated measuring 
marks, manual controls for the relative motion be- 
tween the measuring marks and the images, simple 
stereo viewing optics, and an image memory. Both 
images may be moved synchronously or relatively 
to each other by the operator or the computer. 

This stereo monitor system would serve to supply 
the first correlation process, for the identification of 
control points for the absolute orientation, and last 
but not least for general supervision and detail eval- 

uation, interactive compilation, and plotting pro- 
cesses. 

If they are available, additional distance measure- 
ments and orientation data can be provided and may 
improve the stability and the accuracy. 

THE MATHEMATICAL MODEL 

The results of the pixel correlations are sets of 
three image coordinate-pairs each, one pair per 
sensor array A, B, and C, of a DEM point and the 
corresponding numbers, N, of the respective read 
cycles. For half a base length at the beginning and 
at the ends of strips only two image coordinate pairs 
are available. 

The fundamental geometrical condition imposed 
is the requirement that the rays through the three 
corresponding image points and the corresponding 
perspective centers intersect in the DEM point. This 
requirement is, as mentioned, implemented by the 
collinearity equations. They are established for 
every DEM point and the corresponding image 
points generated by the sensor arrays A, B, and C. 
They have the following form: 

Here XI, Y,, and Z,  are the coordinates of the DEM 
points to be determined. X,, Y,,, Z,,, w,, +N, and 
K, are the orientation parameters belonging to the 
Nth image cycle (N stands for NA or N, or N,) and 
are expressed by the orientation parameters at 
neighboring orientation points P, with indices j .  

As the collinearity equations are not in a linear 
form, they must be linearized by a truncated Tay- 
lor's expansion; therefore, approximations for the 
orientation parameters and the DEM points are re- 
quired. These data can be determined from the ap- 
proximately data of the flight trajectory. The ap- 
proximate DEM points are computed by intersection 
of the image rays on the basis of the approximate 
orientation parameters in the cycle number N and 
the correlated image coordinates. 

The image coordinates x,,, and y,,, are considered 
as observations of a least-squares adjustment and 
v ,,,,, and v, ,,,, are the residuals belonging to them. 

The observations x,,, and y,,, are complemented 
by additional observations, e.g., control point co- 
ordinates. Neighboring orientation parameters can 
also be coupled by means of fictitious observations 
according to a Gauss-Markov-process (Ebner, 1976). 

All observations are used in a simultaneous least- 
squares adjustment to estimate the unknowns. 
There are two groups of unknowns, the orientation 
parameters at orientation points P, (index j, cf. 
above) and the coordinates of the DEM points P,. The 



reduced normal equations containing only the un- 
known orientation parameters possess band struc- 
ture and are solved by a direct method. 

Insertion of the computed orientation parameters 
into the normal equations yields the unknowns (X,, 
Y,, Z,) of the other group. Because of the non-lin- 
earity of the problem, several iteration steps are 
necessary. 

FIG. 6. Principle of ortho and stereo ortho projections. 
ACCURACY AND STABILITY 

The accuracy of the results depends on the ac- 
curacy of the calibration of the DPS camera, on the 
accuracy of the results of the correlations, and on 
the inherent error propagation within the DPS strip. 
The control points establish the absolute orienta- 
tion, they tend to stabilize the process, and they 
generally improve the accuracy. But it must be em- 
phasized that the DPS strip is form invariant and 
stable even without the control points. The inherent 
error propagation of the DPS strip can be obtained 
in a well known way from the covariance matrix of 
the unknowns. The accuracy of the strip results from 
the superposition of a multitude of individual trian- 
gulations and not from the joining of neighboring 
image lines. 

Normally, every DEM point leads to a total of six 
x,y image coordinates of which three are redundant 
because determining its own coordinates X,Y,Z re- 
quires only three observations. Thus in principle 
two DEM points s&ce to compute the orientation 
parameters at one orientation point. These are sta- 
tistical considerations saying nothing about the in- 
fluence of the location of the DEM points on stability 
and accuracy of the strip. As a rule, however, many 
more than only two DEM points per orientation in- 
terval are available, producing a large redundancy. 
Therefore, many correlations can fail before the 
computation of the strip becomes impossible. Quan- 
titative research into the attainable accuracies will 
be the predominant part of our future development 
work. 

To prove the feasibility of the DPS procedure, it 
was checked by a computer generated synthetic 
model. This consists of a strip of terrain with a 
length of 3 km and a width of 800 m, and it contains 
114 DEM points. By computer simulation, this strip 
was overflown with a three-line DPS camera, focal 
length 52 mm, altitude 1000 m. All orientation pa- 
rameters along the flight path were disturbed by 
slow sinusoidal oscillations and then the image co- 
ordinates of the DEM points on the sensor lines A, 
B, C were computed. 

Then we ignored the given DEM points and ori- 
entation parameters and computed these data, i.e., 
the orientation parameters in 16 orientation points 
and the coordinates of 114 DEM points. The results 
revealed the coincidence between the given and the 
reconstructed model and its stability. (This "nor- 
malized" model and its results can be extrapolated 

by the factor mb = Hlf  (flight altitudelfocal length) 
to any operational case.) 

FURTHER PROCESSING OF THE IMAGE DATA 

By means of the by now computed DEM coordi- 
nates and their corresponding image coordinates in 
the image strips A,, B,, C,, orthophotos and stereo 
orthophotos can be generated and plotted on a 
raster plotter or displayed on a video terminal. Geo- 
metric rectification is performed within each DEM 
mesh by parameters which are defined through the 
four corners of the mesh which are given on the one 
hand in the image strips A,, B,, or C, and on the 
other hand in the ground plane. 

For orthophoto production, image strip B, is 
used. The image coordinates of the DEM points P, 
in the strip B, and their corresponding ground co- 
ordinates X, Y in the plan view are known. All pic- 
ture elements within one DEM mesh formed by their 
four corner points are to be rectified by projective 
transformation from the image strip to the plan 
view. In a similar way the image strips A, and C, 
can be rectified meshwise on the meshes which are 
formed by the four corner points PA respectively PC 
which are generated by parallel and inclined pro- 
jection of the DEM points under the convergence 
angle 712 on to the plan view (Figure 6). 

The availability and use of the three image strips 
A,, B,, and C, for the ortho and the stereo ortho 
projections enables one to produce representations 
the distortions of which are minimized, even within 
each mesh. 

The images are now ready for further digital and 
graphical evaluations such as can be performed on 
stereo video terminals or on simple parallax mea- 
surement equipment. 

APPLICATIONS OF DPS 
The DPS was developed primarily for rectifying 

line images. It is therefore only natural to combine 
the three-line DPS camera with more spectral mod- 
ules in order to be able to record other spectral 
bands for remote sensing and spectral classification 
purposes. Each of these spectral modules consists 
in principle of an objective with a spectral filter and 
a line sensor array in its focal plane. The optical axes 
of these spectral modules are parallel to the optical 
axis which belongs to the line sensor array B of the 
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stereo module. Also, the sensor arrays are parallel 
to sensor array B. 

With this combined stereo-multispectral push 
broom scanner, geometrically rectified multispec- 
tral images, especially for thematic maps, may be 
~roduced in a wide range of scales both from aircraft 
and spacecraft. The scale depends on the focal 
length and the flight altitude. DPS can be employed 
on board any carrier (missile, aircraft, satellite). 
The carrier's low frequency motions do not effect 
the accuracy of the process, hence a special stabi- 
lization is not required. High frequency motions, 
however, should be avoided. 

In further applications DPS could play a role also 
in photogrammetry and cartography, particularly for 
surveying digital terrain models, and for the pro- 
duction of orthophotos and stereo orthophotos. To 
what extent this will happen will be decided by the 
general efficiency and the economic aspects of the 
process, which depend on the achievable computing 
times, on the investment costs, and on the operating 
expenditures. 

DPS is applicable to a wide range of civil and mili- 
tary cartographic work. Its applications will be pre- 
ferred in those cases where up-to-date and accurate 
geometrical and physical terrain data are to be col- 
lected automatically over large areas and evaluated 
in a short time; thus, data transmission in real time 
is required. 

DPS combines the advantages of a correct geom- 
etry and photogrammetric compilation and plotting 
with multispectral digital image processing with all 
its possibilities. 

In the applications mentioned thus far, the em- 
phasis lay on the determination of the geometric 
shape of the object. Other applications are also 
thinkable, possibly in real time operations, where 
the prime aim is the computation of the orientation 
parameters. Navigational tasks and determining the 
exact orientation parameters of aircraft and space- 
craft come to mind where the DPS camera would act 
as an orientation sensor which could be coupled to 
experiments, equipment, and other sensors on 
board. 

PROPERTIES, ADVANTAGES, AND PROBLEMS OF DPS 

The advantages are 
Exact determination of an object's three-di- 
mensional extensions by purely analytical pho- 
togrammetric methods. Additional equipment 
or auxiliary data are not required. 
Homogeneous electronic data processing from 
the electronic sensor to the end product with 
only a minimum of interactive controls. 
Homogeneous processing in closed form of ar- 
bitrarily long image strips. 
Optimum convergence angle of the stereo im- 
ages which is independent of the camera's focal 
length. 

Optimum image data for automatic image cor- 
relation. 
Optimum ortho projections, least possible dis- 
tortions. 
Easy merging of multispectral images. 
The Earth's curvature and rotation, perturba- 
tions of the trajectory and attitude, and eleva- 
tion differences of the terrain do not affect the 
accuracy of the DPS strip. 

The chief problem of DPS is the large quantity of 
data to be handled, resulting in problems of storage 
capacity and computation times. A future opera- 
tional system, however, will be characterized by the 
computing time reductions realizable with array 
processors and optimum computer coding. The 
storage problems may be eased by the advent of 
optical digital storage media. 

THE STATE OF DEVELOPMENT OF DPS 

Thus far the project has been supported by in- 
house R&D funds of the German aerospace company 
Messerschmitt-Boelkow-Blohm GmbH (MBB) in 
Munich. Its basic ideas have been filed in patent 
applications. The mathematical DPS model has been 
set up and has been coded. For the first investiga- 
tion of stability and accuracy, a synthetic strip was 
successfully processed. 

The reliable, accurate, and as far as possible au- 
tomatic correlation is one of the most important pre- 
requisites for the success of the project. Therefore, 
correlation techniques were intensively studied. 
Strips with sufficient pictorial structure can now be 
correlated without failure, with high reliability and 
accuracy. The computation times are still high, but 
novel hardware will drastically reduce them. 

The authors would like to thank Dr. W. Goepfert, 
Frankfurt, for his consulting support in correlation 
techniques. 
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The objectives of the colloquium-sponsored by The Canadian Institute of Surveying and co-sponsored 
by La FBdBration Internationale des GkomBtres, the International Cartographic Association, the Inter- 
national Society for Photogrammetry and Remote Sensing, and the International Association of Geodesy- 
are to examine the conceptual and substantive basis for surveying and mapping education, to review the 
evolution and current status ofsurveying and mapping education in each of the major regions of the world, 
to identify educational issues of common concern to the various surveying and mapping fields, to assess 
the special needs of the third world countries, and to suggest strategies for improving surveying and 
mapping education. The objectives will be addressed in five technical sessions: Scientific Foundations, 
Technology, Professional Practice, Continuing Education, and Future Strategies. 

Authors are invited to submit a title and abstract (a maximum of 500 words) along with affiliation, address, 
and telephone number by 30 September 1984 to 

Richard B. Langley, Program Chairman 
Colloquium on Surveying and Mapping Education 
Department of Surveying Engineering 
University of New Brunswick 
P. 0. Box 4400 
Fredericton, N.B. E3B 5A3, Canada 
Tele. (506) 453-4698 


