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The Channel Correlation Method for 
Estimating Aerosol Levels from 
Multispectral Scanner Data* 

The errors in this method are small enough to make it useful for such 
applications as monitoring smoke plumes. 

I N THIS PAPER we discuss the estimation of atmo- 
spheric aerosol levels from airborne multispec- 

tral scanners. It is assumed that the aerosols are 
uniform in composition and size distribution. The 
"aerosol level" can be defined in terms of any mea- 
surable quantity that varies linearly with the total 
number of .particles in a column below the aircraft. 
This would include the total mass loading and the 

in what follows, could in most cases be replaced 
with "aerosol optical depth." 

It is of interest to be able to determine aerosol 
levels in the atmosphere from multispectral scanner 
(MSS) data for two reasons. First, aerosols can have 
a significant effect on the MSS data and, if one is 
interested primarily in targets on the ground, it is 
desirable to remove this effect. Much effort has 
been expended in developing algorithms to do this 
(Minter, 1978; Lambeck and Potter, 1978). Some of 

ABSTRACT: A method for estimating aerosol levels from multispectral scanner data 
is investigated. It is based on the idea that, when certain channels are regressed 
against certain other channels, the slope and intercept of the regression line de- 
pends on the aerosol level. Further, it is assumed that the distance between such 
regression lines is proportional to differences in the aerosol level and that the 
deviations of the data points from the fitted lines are proportional to the inherent 
errors in estimating aerosol levels for individual pixels. Estimates of the accuracy 
attainable were made for data obtained near Los Angeles with a Daedalus multi- 
spectral scanner. It is estimated that the average error in optical depth, when 
applying the method to individual pixels that are members of the training data, is 
0.09. When the estimates are for cells of size 10 pixels by 10 pixels, the corre- 
sponding error is 0.05. When the cells are not members of the training data, the 
error is 0.06. These errors are small enough to make the method useful for certain 
applications. 

total optical depth. Because the optical depth is usu- 
ally the easiest way to measure the aerosol level, 
the term "aerosol level," which is used extensively 
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these algorithms depend on an explicit knowledge 
of the aerosol level. Second, there are many appli- 
cations, such as pollution studies and visibility mon- 
itoring, in which it is desirable to monitor aerosol 
levels remotely. 

There are, of course, instruments such as LIDAR 
systems and solar radiometers which are better 
suited to measuring aerosol levels than multispec- 
tral scanners, but these instruments can give only 
limited coverage (at least until airborne scanning 
LIDAR systems are readily available). The MSS gives 
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wide coverage over extended areas and therefore 
would be most useful if suitable algorithms could be 
developed. Several approaches to estimating aerosol 
levels from MSS data or photography have been 
tried. These include: 

LlNE 2 (High Aerosol Level) 

LlNE I (Low Aerosol Level) 

. 

-I Methods based on knowledge (or assumptions) 
about the reflectance of certain targets in the z 
scene, especially low reflectance targets whose ap- 5 
parent brightness is strongly dependent on the 5 
aerosol level (Potter, 1977; Potter and Mendlowitz, 
1975; Potter, 1984). 
Methods based on the selection of linear combi- J 

nations of channels which are particularly sensitive 
to aerosols (Lambeck, 1977; Lambeck and Potter, 
1978). 
The Piech Walker method. This method (which is 
patented by its authors) involves the study of tar- 
gets which are partly in direct sunlight and partly 
in the shade (Piech and Walker, 1971, 1972). HIGH C H A N N E L  
Methods which depend on correlations between FIG. 1. Schematic representation of regression lines for 
channels (Switzer et al., 1981; Potter and Mend- high and low aerosol levels. 
lowitz, 1975). 

In most of these methods, the average aerosol 
level over a segment consisting of many pixels is 
estimated. In this paper we investigate the possi- 
bility of using correlations between channels to es- 
timate the aerosol level for each pixel or for small 
groups of pixels which we shall call "cells." Our ob- 
jective is to estimate the accuracy with which this 
can be done and to determine the best combination 
of channels for doing it. 

The channel correlation method is based on the 
findings that (1) the data from certain MSS channels 
are highly correlated with the data from certain 
other channels and (2) aerosols have a different ef- 
fect on different MSS channels. Generally, the lower 
the channel (i.e., the shorter the wavelength) the 
more sensitive are the data to changes in the aerosol 
level. This is because aerosols usually scatter more 
light at shorter wavelengths. 

When one regresses the data from a given 
channel against the data from some higher channel, 
one typically obtains the results shown schemati- 
cally in Figure 1. Here it is assumed that the data 
are for some relatively large segment. In this study 
we shall be dealing with segments of 7200 pixels. 
Lines 1 and 2 represent regressions for low and high 
aerosol levels, respectively. 

In order to understand Figure 1, we first show 
that if there is a linear relationship between the data 
for two channels the addition of a uniform aerosol 
layer across the segment will result in a different 
but still linear relationship between these channels. 
If the atmosphere is horizontally homogeneous, 
then for any channel of MSS data, say channel i ,  
there is a linear relationship between the MSS data, 
Xi, and the reflectance, R,, of the pixels. This is well 
known and is described in detail by Potter (1977). 

Let this relationship be described by 

where A, and B, are constants depending on the 
incident solar radiation, the aerosol level, the back- 
ground reflectance of the scene, and the character- 
istics of the sensor. For some other channel, j, we 
have 

If the R, and R, are linearly related, then the Xi and 
Xj also will be linearly related. If the optical depth 
is changed (uniformly) over the segment, then these 
same relations will hold except that the values of 
the constants A,, A,, B ,  and Bj will change. Thus, 
there will still be a linear relationship between Xi 
and Xj but a different one. 

For dark pixels, line 2 in Figure 1 is above line 1 
because the effect of increasing the aerosol level is 
to increase the brightness of dark pixels and the 
effect is greater in the lower channel than in the 
higher channel. For bright pixels line 2 is below line 
1 because the effect of increasing the aerosol level 
is to decrease the brightness of bright pixels and, 
again, the effect is larger for the lower channel. The 
point where the lines cross is a function of the 
aerosol levels and the light scattering characteristics 
of the aerosols. In many cases it is outside the range 
of the data. 

Studies on Landsat data have shown that there 
often is, in fact, a correlation between the slopes 
and intercepts of such lines and measured haze 
levels (Potter and Mendlowitz, 1975). 

Regression lines such as those depicted in Figure 
1 are computed for a whole segment of data, and 
the corresponding aerosol level is an average over 
the segment. If one had a family of such lines cor- 
responding to different (uniform) aerosol levels, one 
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could presumably use them to determine aerosol 
levels for that segment. However, in doing this one 
would have to be careful to allow for variations in 
sun angle and sensor calibration that can change 
these lines. 

The question we wish to investigate is the fol- 
lowing: Assuming one has such a family of lines for 
a segment, each corresponding to some known, uni- 
form aerosol level, how accurately could one use 
them to estimate the aerosol level for individual 
pixels in the segment or for small cells of pixels? 

The question of how to obtain such a family of 
lines will not be dealt with extensively here. Ob- 
viously, one would wish to obtain data on a very 
clear day to calculate the line for a minimal aerosol 
level. Associated ground measurements of the 
aerosol level would be very desirable. The lines for 
higher aerosol levels could be obtained from theory, 
using an atmospheric model, or from data taken at 
higher aerosol levels. These approaches could be 
combined, with one or two sets of observations at 
higher aerosol levels being used to "calibrate" the 
theoretical models. Also, if it is found that the 
regression lines for different segments on clear days 
are nearly identical, then lines obtained for one seg- 
ment could be used for others. This was done in the 
current study. 

The data used in this study were obtained using 
the EPA Daedalus DS-1260 scanner on a flight at an 
altitude of 20,000 feet above mean sea level in the 
Los Angeles area on 9 October 1980. Characteristics 
of the scanner are described in Appendix A. On one 
of the flight lines near Baldwin Park, two areas were 
found that appeared suitable for this study. One area 
had a relatively thick and uniform aerosol layer over 
it. This was obvious from the imagery. The other 
area, separated from the first by a range of moun- 
tains, was relatively clear. Three segments, labeled 
A, C, and D, were selected in the thick aerosol area 
(called the hazy area in what follows) and two seg- 
ments labeled F and G were selected in the clear 
area. Each segment was 120 pixels long (i.e., in the 
direction of the flight line) and 60 pixels wide. They 
were all directly beneath the aircraft so that the look 
angle was almost the same for all pixels. This was 
desirable because the effect of an aerosol depends 
on the look angle. Furthermore, the segments were 
chosen to have similar ground cover, which was that 
of a well-developed urban area. For this reason 
other segments, which contained large parks and 
gravel pits, were not used. 

Pairs of segments were selected, each pair con- 
sisting of one hazy segment and one clear segment. 
For each pair a number of pairs of channels were 
selected. For a given pair of segments and a given 
pair of channeli, two-regression lines were com- 
puted, one for each segment. It was assumed that, 
for an aerosol level of zero, both segments of the 
pair would produce the same regression line. This 
is equivalent to assuming that the regression line, 

LC, obtained &om the clear segment also applies to 
the hazy segment and that the regression line, LH, 
obtained from the hazy segment also applies to the 
clear segment. Further, it was assumed that the 
aerosol level of an individual pixel from either seg- 
ment could be estimated by linear interpolation of 
its position in the scatter plot (Figure 1) relative to 
the two regression lines; i.e., if the coordinates of 
the pixel in the scatter plot are (Xi, Yy), where Yy is 
the Y value for the$ pixel with the X value Xi, then 
an estimate of its aerosol level is given by 

where 

Z$ = (Y, - Y,)/(Y, - YiC). 

Here Y, and Yi, are the ordinates of the lines L, 
and LC at X = X i ,  and T~ and T~ are the aerosol 
levels for the hazy and clear segments, respectively. 

An equivalent expression for T# is given by 

Ty = Tc + Z$ (TH - TC) (1B) 

where 

= (Yv - Yic)/(YH - Yic) 

It should be noted that use of Equations 1A and 1B 
is a rather simplified method of estimating T... The 
actual paths followed by pixels in a plot like 8igure 
1 when the haze level is changed are quite complex. 
This question is currently under investigation. 
However, use of Equations 1A and 1B should pro- 
vide results sufficiently accurate for the purposes of 
this paper. 

Consider the hazy segment. The average of the 
estimated haze levels for the pixels in the segment 
is given by 

where N is the total number of pixels in the segment 
and the sum is over all of these pixels. Using Equa- 
tion lA, we obtain 

- - 
T~ = T~ + ZH (TH - T ~ )  (3) 

where 

One might think that ii, should be equal to TH. In 
general, this is not true. However, we shall see that 
in many cases the difference is extremely small. 

The standard deviation of the estimated aerosol 
levels T# about ;iH is given by 

Using Equation lA, one finds 

where 
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In computing both F and s,, pixels were elimi- 
nated if they corresponded to a value of X such that 
Y, - Y,c was less than a given threshold value. This 
is because Equation 1A gives anomalously large 
values for T~ when Y,, - Yic is too small. In what 
follows it will be said that such pixels have been 
"thresholded. " 

Similar equations can be derived for the clear seg- 
ment. 

If one assumes a uniform aerosol level for each 
segment, then the means and standard deviations 
given by Equations 3 and 5 provide a measure of 
the accuracy in estimating the aerosol levels for in- 
dividual pixels when the technique is applied to the 
training data. The calculated standard deviation, s,, 
would in this case be due to the imperfect correla- 
tion between the pixel reflectances. However, be- 
cause we can be sure that the aerosol levels in the 
segments were not perfectly uniform, a contribution 
to S, surely came from variation in the aerosol level 
across the segments. In this sense s, is an upper 
limit on the inherent error in this method. 

Table 1 shows the results for segments A and G 
for all possible pairs of channels. The threshold level 
was 1.0 counts. Because the values of T, and T, were 
not precisely known, the table contains values of Z 
and s, rather than ;i and s,. From these one can 
immediately obtain values for T and s, for any esti- 
mate of T, and Tc by using Equations 3 and 5. Also 
given in Table 1 are the correlation coefficient, R, 
for the regression and the number, N,, of pixels 
thresholded in each case. 

Each line in Table 1 corresponds to a different 
combination of channels. The channels used for the 
abscissa and ordinate are given in the first and 
second columns, respectively. Columns 3 through 6 
give the results for segment A; columns 7 through 
10 give the results for segment G. For both seg- 
ments the number of thresholded pixels is quite 
small compared to the total number of pixels in each 
segmet  (7200). Also, for both segments the bias 
term Z is negligible for almost all of the channel 
combinations, and where it is not negligible the 
standard deviation is also very large. 

The two best channel combinations are_6-2 and 
6-3. Both have relatively small values of Z and s,. 
Notice that the results for channel combinations in- 
volving channel 1 are poorer than those involving 
channels 2 and 3. This is unfortunate because 
channel 1 is the most sensitive to haze effects and, 
therefore, is potentially the most useful channel. It 
is not known whether this problem is due to a gen- 
uine lack of correlation between channel 1 and the 
other channels or if there is some problem with 

channel 1 in the MSS. There is some evidence to 
support the latter possibility. In particular, there is 
in much of the channel 1 data an apparent non- 
linearity near 130 counts, which appears as a bright 
stripe near the edge of the image. 

The correlation decreases dramatically when the 
channel difference is 3 or more and one of the chan- 
nels is 8, 9, or 10. It is interesting to note that in 
some of these cases, such as 9-2, one still achieves 
a relatively small value for the standard deviation 
even though the correlation is essentially zero. In 
this case all the information is contained in Channel 
2. The variation in the data for Channel 2, caused 
by the difference in aerosol level between the seg- 
ments, was significantly larger than the variance in 
the data due to the different reflectances of the 
pixels. Thus, the brightness of Channel 2 alone is 
in this case a fairly good indicator of aerosol level. 
Obviously, results obtained using these channels- 
or just Channel 2 alone-will be better for seg- 
ments having small variances in the reflectances. 
The ideal case would be for a uniform target where 
all the pixels had the same (preferably low) reflec- 
tance. On the other hand, for pairs of channels 
where there is a high correlation between the chan- 
nels, it is not a disadvantage to have a large variance 
in pixel reflectance. Indeed, the method works 
better with a large variance. Thus, the channel pairs 
that will give the best results are determined by the 
correlation between the reflectances and the vari- 
ance in the reflectances. A high correlation will not 
necessarily give the best results. However, in this 
paper we are mainly concerned with studying the 
high correlation case, and for the segments used in 
this study the best results were obtained for pairs 
of channels with relatively high correlations. 

The results for segments D and F are shown in 
Table 2. Here no pixels were thresholded except for 
channel combination 3-2 where all of the pixels were 
thresholded and channel combination 4-2 where 289 
pixels were thresholdec in segment D and 36 in 
segment E In all cases Z was less than 0.005. Oth- 
erwise, the pattern of the results is similar to those 
obtained for segments A and G. Note, however, that 
here the correlations are generally higher. One 
might expect that this would lead to smaller stan- 
dard deviations, but it did not. As before, the best 
channel combinations are 6-2 and 6-3. 

The quantity that one would really like to have is 
not s, but s,. In order to estimate s,, an estimate of 
T, - TC is required. Unfortunately, no ground mea- 
surements of optical depth were available for these 
data. It should be noted that, even if such mea- 
surements were available, a large number of them 
distributed over the area in question would be re- 
quired if one were to have much confidence in the 
results. Qualitatively, it was obvious from the im- 
agery that there was a relatively thick and uniform 
haze layer over the hazy segments and a relatively 
thin and uniform layer over the clear segments. 
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TABLE 1. SINGLE PIXEL RESULTS FOR SEGMENTS A AND G 

Channel 

X Y 

Segment A Segment G 

sz N~ R 2 
0.92 13 0.84 0.00 
0.65 70 0.97 0.00 
0.61 29 0.99 0.00 
0.37 0 0.99 0.00 
0.45 25 0.99 -0.01 
2.30 147 0.98 -0.01 
2.03 129 0.62 -0.02 
0.63 0 0.97 0.00 
1.20 0 0.99 0.00 
0.64 0 0.84 0.00 
0.43 16 0.95 0.00 
0.31 0 0.97 0.00 
0.34 2 0.97 0.00 
0.62 3 0.97 0.01 
1.94 68 0.47 -0.02 
1.39 31 0.46 -0.02 
0.59 0 0.95 0.00 
0.51 0 0.83 0.00 
0.31 0 0.93 0.00 
0.27 0 0.95 0.00 
0.37 0 0.94 0.00 
1.24 27 0.48 -0.03 
1.30 23 0.30 0.00 
1.35 20 0.44 0.01 
0.42 0 0.81 0.00 
0.28 0 0.91 0.00 
0.36 0 0.90 0.00 
0.74 31 0.46 -0.02 
1.02 20 0.30 0.02 
1.17 19 0.27 0.01 
0.37 0 0.78 0.00 
0.30 0 0.85 0.00 
0.74 7 0.36 -0.01 
0.54 0 0.28 0.00 
0.82 10 0.27 0.00 
0.36 0 0.73 0.01 
0.42 3 0.34 0.00 
0.42 0 0.17 0.00 
0.50 0 0.24 0.00 
0.36 0 0.29 0.00 
0.33 0 0.15 0.00 
0.40 0 0.12 0.00 
0.33 0 0.13 0.00 
0.32 0 0.10 0.00 
0.32 0 0.09 0.00 

A rough quantitative estimate of 7, and rc was 
obtained from a somewhat different analysis of these 
data. In this case the aerosol level was measured by 
the optical depth. The analysis was based on an al- 
gorithm called ATCOR 11, designed to make atmos- 
pheric corrections to MSS data (Potter, 1984). An 
earlier version of this algorithm, ATCOR, was used 
to make atmospheric corrections to Landsat data 
(Potter, 1977). Both of these algorithms are based 
on a particular atmospheric model described in 
Potter (1977). The inputs to the ATCOR 11 algorithm 
are the mean value of the data for a given segment 

in a given channel and the data value for the darkest 
pixel in that segment. The program then determines 
the relationship between the followis three param- 
eters: (1) the average reflectance, R, of the pixels 
in the segment, (2) the reflectance R of the darkest 
pixel, ancl(3) the optical depth, 7 .  For each possible 
value of R, it determines the corresponding values 
of R and T which are consistent with the two inputs 
to the program. Alss it determines minimum and 
maximum values of R consistent with these inputs. 

For a given channel, the procedure for estimating 
the optical depths was as follows. It was assumed 
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TABLE 2. SINGLE PIXEL RESULTS FOR SEGMENTS D AND F 

Channel Segment D Segment F 

X Y R sz R sz 

LING & REMOTE SENSING, 1984 

that was the same for all the segments. A min- 
imum value, R,,, for R, was estimated by selecting 
the largest of the minimum values calculated for the 
five segments; a maximum value, EM, for 8, was 
estimated by selecting the smallest of the maximum 
values calculated for the five segments. Then, for 
each of the ~ g m e n t s ,  the optical depths corre- 
sponding to RMIN and RM, were calculated. The 
median value between these two extremes was then 
taken as the estimate. These are given in Table 3. 
The figures in parentheses after the estimates are 
the differences between the median values and the 
extreme values and are, therefore, a kind of upper 
limit on the error involved. A separate estimate of 
the optical depth was derived from each of the chan- 
nels 1 to 5. Because the values determined from 
different channels are for different wavelengths, 
they were all converted to estimates for the optical 
depth at wavelength 0.5 p,m by assuming that the 
optical depth varied with wavelength in accordance 
with the aerosol model used in the ATCOR 11 pro- 
gram. Note the substantial variations between the 
estimates from different channels. These differences 
could be due to inaccuracies in calibration of the 
instrument, absorption effects (which are not in- 
cluded in these estimates), or inaccuracies in the 
way the aerosol model represented the wavelength 
variation of the aerosol parameters. 

It will be seen that the errors in parentheses in 
Table 3 are quite large. However, the quantity re- 
quired to compute s, is not the aerosol level itself 
but the difference in aerosol level between the hazy 
and clear segments. This can be obtained by sub- 
tracting the values given in Table 3. However, it 
was computed a slightly different way. For each pair 
of segments shown in Table 4, we calculated the 
difference T - T~ for range of values of R between 
RMIN and <,. These were then averaged to get 
the values given in Table 4. The errors shown in 
parentheses are one half the difference between the 
values of 7" - T~ corresponding to a,,, and IT,,. 
It will be seen that these error estimates are much 
smaller than the error estimates given in Table 3. 
The reason is that the calculated value of T, - T, 

is not a sensitive function of R (assuming, as we do, 
that the value of R is the same for both segments). 

* Pixels thresholded. 

Channel 

1 0.44 (0.12) 0.46 (0.12) 0.42 (0.12) 0.28 (0.14) 0.22 (0.15) 
2 0.36 (0.14) 0.39 (0.13) 0.36 (0.14) 0.24 (0.15) 0.20 (0.16) 
3 0.45 (0.15) 0.50 (0.14) 0.45 (0.15) 0.30 (0.17) 0.25 (0.19) 
4 0.49 (0.13) 0.57 (0.12) 0.51 (0.13) 0.31 (0.16) 0.25 (0.18) 
5 0.42 (0.11) 0.53 (0.09) 0.46 (0.10) 0.24 (0.14) 0.15 (0.14) 

Mean 0.43 0.49 0.44 0.27 0.21 
S.D. 0.05 0.07 0.06 0.03 0.04 
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TABLE 4. AEROSOL LEVEL DIFFERENCES 

Channel A-F A-G C-F C-G D-F D-G 

1 0.15 (0.02) 
2 0.12 (0.02) 
3 0.15 (0.02) 
4 0.18 (0.03) 
5 0.18 (0.03) 

Mean 0.16 
S.D. 0.03 

Table 5 shows results similar to those in Tables 1 
and 2 for the channel combination 6-2 for all six 
combinations of one hazy and one clear segment. 
There were no pixels thresholded in any of these 
cases, so N ,  is not given. Also, because in all cases - 
Z was less than 0.002, that quantity was not given. 
Here the mean values of the differences given in 
Table 4 were used to estimate the standard deviation 
in the aerosol level, s,, from Equation 5.  Also, the 
quantity P, which is the standard deviation of the 
aerosol level expressed as a percentage of the 
aerosol level, was estimated using the mean values 
given in Tables 3 and 4.  owev very the estimates for 
P are very rough because of the large errors indi- 
cated in Table 3. The standard deviations, s, and s,, 
and the relative error, P, are smaller for the hazy 
segment in each pair than they are for the clear 
segment. This is probably a reflection of the well 
known fact that the variance in the data is smaller 
for higher aerosol levels. The average values of s, 
for the three hazy segments and the two clear seg- 
ments are 0.08 and 0.092, respectively. This rep- 
resents a fairly large error. Also, the average relative 
error for the clear segments is quite large (38 per- 
cent). However, the relative error for the hazy seg- 
ments is much smaller (18 percent). 

A slightly different way of estimating these errors 
is to assume that the aerosol level was the same for 
the three hazy segments and for the two clear seg- 
ments. This results in an average aerosol level of 
0.45 for the hazy segments and 0.24 for the clear 
segments. These values were used to compute s, 

and P from the average values for s, in Table 5. We 
obtained 0.080 and 0.092 for s, for the hazy and clear 
segments, respectively, and 18 percent and 39 per- 
cent for the corresponding values of P. These are 
essentially identical to the results obtained above. 

These errors may be acceptable for certain appli- 
cations, particularly ones that involve larger aerosol 
levels and therefore have smaller relative errors. 

In the last section we saw that there was a sub- 
stantial error associated with estimating the aerosol 
level of individual pixels when using the channel 
correlation technique. One might hope to reduce 
this by averaging over many pixels. In this section 
we divide each segment into cells of size 10 pixels 
by 10 pixels and study the errors when one esti- 
mates the average aerosol level for each cell. In 
doing this, we selected pairs of segments as before 
and computed the corresponding hazy and clear 
regression lines for each pair. The lines from each 
pair were used to estimate the aerosol levels for the 
cells of all the five segments. Thus, we were able 
to study the application of the method to the 
training data and also other data not used in 
training. All these calculations were for the channel 
pair 6-2. 

Consider one of the hazy segments. Let 7k be the 
result of averaging the values of 7,. over the 100 
pixels in cell k. The mean of the 7k is ;F;; and is given 

Pair Seg R 8, ST P Seg R SZ ST P 

A F A 0.87 0.30 0.048 11 F 0.89 0.38 0.061 25 
A G A 0.87 0.28 0.062 14 G 0.91 0.38 0.084 35 
C F C 0.95 0.37 0.081 18 F 0.89 0.44 0.097 40 
C G C 0.95 0.36 0.097 22 G 0.91 0.42 0.11 47 
D F D 0.90 0.50 0.085 19 F 0.89 0.51 0.087 36 
D G D 0.90 0.48 0.11 25 G 0.91 0.49 0.11 47 

Mean 0.38 0.081 18 0.44 0.092 38 
S.D. 0.09 0.023 5 0.05 0.020 8 
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by Equation 3. The standard deviation of the -rk rel- 
ative to ;i;; is given by 

Here 9 is given by Equation 4 and 

where the sum is over the 100 pixels in cell k. 
We can also define a root mean square error of 

the T~ relative to 7,. This is given by 

= Ez (TH - TC) (lo) 
where 

A similar set of quantities can be defined for a 
clear segment. 

nb l e  6 shows the results. Eachsegment pair was 
used to compute the quantities Z, S,, and EZ for 
each of the five segments. Consider first the two 
segments in each line that are members of the seg- 
ment pair for that line. The data for these segments 
describes what happens when the method is applied 
to the training data. For these segments the bias is 
0.00 as expected. When one averages the six values 
for S, where the segment is the hazy segment, one 

TABLE 6. RESULTS FOR CELLS. CHANNELS 6 AND 2 

Pair Statistic A C D F G  
- 
Z 0.00 -0.09 -0.25 0.00 -0.20 

obtains a value of 0.18 with a standard deviation of 
0.062. This value is a factor of 2.1 smaller than the 
corresponding value (0.38) when there is no aver- 
aging over pixels. Similarly, when the segment is 
the clear segment of the segment pair, one obtains 
an average value of 0.21 with a standard deviation 
of 0.028. This is also a factor 2.1 smaller than the 
corresponding value without averaging over pixels 
(0.44). One might have expected a larger factor be- 
cause we are averaging over 100 pixels and would 
expect a factor of 10 if they were randomly chosen. 
The smaller factor implies that there are substantial 
correlations between the pixels in a cell. Neverthe- 
less, the factor of 2.1 represents a considerable im- 
Drovement. 

In order to estimate the errors in aerosol level, 
we shall use the second method discussed in the 
previous section, i.e., we shall assume that the 
three hazy segments all have the same aerosol level 
and that the two clear segments both have the same 
aerosol level. Taking the difference between these 
two levels to be 0.21, as before, we find that we 
should be able to estimate the aerosol levels of cells 
of 100 pixels with an average error of 0.04 to 0.05 
in optical depth. 

Let us now consider the segments which are not 
members of the segment pair. The average of the 
absolute value of the bias term, Z, over the 18 such 
cases in Table 6 is 0.19. We shall assume that this 
is entirely due to the fact that the regression lines 
used were for other segments, i. e., we shall assume 
that none of the bias was due to a real difference in 
aerosol levels between the segment in question and 
the corresponding (i.e., hazy or clear) segment in 
the segment pair being used. Thus, the error E, in 
Table 6 should be somewhat of an upper limit. The 
average of E, over the 18 values, where the segment 
is not a member of the segment pair, is 0.28. Mul- 
tiplying this by the assumed difference of 0.21 be- 
tween the hazy and clear segments, one obtains a 
value of 0.06 for the estimated error when one uses 
regression lines from one segment pair to estimate 
aerosol levels of cells of 100 pixels in another seg- 
ment. This result applies only to segments such as 
those considered here where the targets on the 
ground are quite similar. 

For this data set we have estimated that the av- 
erage error involved in determining aerosol levels 
for individual pixels that are members of the 
training data is an error in optical depth of about 
0.09. When the estimates are for cells of size 10 
pixels by 10 pixels, the corresponding number is 
0.05. When the cells are in segments other than the 
training segments, the error is 0.06. 

A number of approximations were made to arrive 
at these error estimates. First, it was assumed that 
linear interpolation between the regression lines 
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was adequate. It is clear that linear interpolation is 
only approximately correct because the radiance re- 
flected by an aerosol layer does not vary linearly 
with the aerosol level and neither does extinction. 
However, for small optical depths such as those in- 
dicated here, it is expected that the effect would be 
approximately linear. A quantitative investigation of 
this question can be performed by using the 
methods described in Potter (1977) and Potter 
(1984). We have performed such calculations for a 
few simple cases and found that the errors involved 
are generally less than 10 percent. However, it is 
recommended that this question be investigated 
carefully by anyone wishing to use this method for 
actual applications. 

Second, it was assumed that the aerosol levels 
were uniform over each segment. Any non-uni- 
formity in the actual aerosol levels would have in- 
creased the variance and therefore increased our 
error estimates. In the case of a clear segment, it is 
unlikely that the contribution was very large. One 
way to investigate this question would be to obtain 
some data under extremely clear conditions where 
this source of variance would be negligible. Such 
data would also be valuable for investigating the 
error in applying training data from one area to 
make estimates in other areas. Another way to elim- 
inate the variance due to the atmosphere would be 
to make flights close to the ground beneath most of 
the atmospheric variation. However, one would 
then have to simulate the corresponding high alti- 
tude results by averaging the low altitude data to 
reduce the spatial resolution. In any case, to the 
extent that there were variations in the aerosol level 
across the segments, our error estimates are upper 
limits. 

A third assumption was that the average reflec- 
tance of all the segments was the same. This was 
the key assumption in determining the difference 
in optical depths using the ATCOR 11 algorithm. Dif- 
ferences in the average reflectance were probably 
largely responsible for the differences between the 
six columns in Table 4, although some contribution 
was surely made by actual differences in the aerosol 
levels. In any case, an estimate of the combined 
effect of reflectance and aerosol variations can be 
obtained from the standard deviation of the six 
means in Table 4. The average of these means is 
0.21 and the corresponding standard deviation is 
0.037. Therefore, these effects may contribute an 
error of the order of 18 percent to our error esti- 
mates. 

Finally, our estimates are based on the aerosol 
model used in the ATCOR 11 algorithm. It was de- 
signed to represent a typical continental haze and 
is described in detail in Potter (1977). Obviously, in 
applying a method such as this, it would be advan- 
tageous to know all relevant parameters for the 
aerosol, i.e., the scattering diagram and the profiles 
of the volume scattering and absorption coefficients. 

However, in situations where one is attempting to 
determine aerosol levels from aircraft data, com- 
plete information of this kind will rarely be available 
and many assumptions will have to be made. In the 
present case we do not have any ground measure- 
ments of the aerosol characteristics. Because the 
ATCOR II algorithm and the algorithm used in this 
paper to measure aerosol levels both depend pri- 
marily on the increase in brightness caused by the 
aerosol layer, the error estimates given at the be- 
ginning of this section are approximately those that 
would be obtained in a situation where the aerosol 
was described by our model. Probably the most sig- 
nificant variation from our model is that the actual 
aerosol present had some absorption. In this case 
our estimates of optical depth differences would be 
lower than the actual differences. This does not 
mean that our estimates are wrong. It simply means 
that our estimates are for the case where there is 
no absorption. If we had used a model with some 
absorption, we could have derived estimates rele- 
vant to that case. An alternative to the procedure 
followed above would be to use the differences for 
channel 2 in Table 4 rather than the means over the 
channels. The rationale for this is that our results 
are mainly dependent on channel 2 because they 
were derived from channels 2 and 6 and the aerosol 
is expected to have the largest effect in channel 2. 
If this is done, it reduces the error estimates given 
at the beginning of this section by a factor of 1.4. 

Thus, there are a number of uncertainties in our 
error estimates. Most of them appear to make our 
estimates conservative, i.e., upper limits. The re- 
sults indicate that the errors involved in this method 
are not small but they are probably small enough 
for certain applications. In particular, this method 
might be suitable for monitoring smoke plumes. 

Obviously, it is desirable to obtain more accurate 
results. There are several ways to do this. One way 
would be to make sure that the scanner data are of 
the highest possible quality. It was mentioned above 
that the poor performance of channel 1 in this ex- 
periment may have been due to problems with the 
scanner. Other ways to improve the results have to 
do with improved algorithms. This study considered 
only two channels at a time and therefore did not 
fully exploit the information available in all the 
channels. Multiple regression and other multivar- 
iate techniques should be investigated. 

If it is desired to use data with look angles that 
are substantially different from the vertical, then 
methods must be developed to account for the de- 
pendence of the aerosol effect on look angle. 
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APPENDIX A 
MSS CALIBRATION 

Table A.1 shows the calibration for the 10 chan- 
nels. Each channel has a range of 256 digital levels 
or "counts." In the column headed X(0) is given the 
number of counts that correspond to an input ra- 
diance of zero. In the column headed dXldN is given 
the number of counts per unit radiance. Unit radi- 
ance is 1 p,W/cm2 - nm - str. 

TABLE A. 1. MSS CALIBRATION 

Channel x(0) dXldN 
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