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The Minimum Accuracy Value as an 
Index of Classification Accuracy 
The minimum accuracy value is a way of representing more of the 
information contained in an accuracy test by indicating not only 
whether the map passed or failed but also how well it passed or failed 
the test. 

A s REMOTE SENSING applications have been devel- 
oped to meet a variety of mapping information 

needs, methods of assessing the interpretation re- 
sults have been required. In two previous articles 
(Aronoff, 1982a, 1982b) the author reviewed the 
theory of classification accuracy assessment, and 
some of the recent work in this field, and proposed 
a report format for classification accuracy tests. The 
principal objective pf the report format was to 
present test data in a disaggregated form so that 
individual users could interpret the results as ap- 

One method to test whether a map class is of 
acceptable accuracy is to select s sample of map 
points, check the map classification against ground 
data, and then make a statement about the true ac- 
curacy of the map. Such a statement generally 
claims some minimum level of accuracy with some 
high level of confidence, e,  g., a minimum of 85 per- 
cent accuracy at the 95 percent confidence level. 
The sampling problem is then one of determining 
the number ( N )  of map samples to be compared with 
ground data, and an allowable number of misclas- 

ABSTRACT: The minimum accuracy value is defined as the lowest expected accuracy 
of a thematic map given an observed accuracy test result and the user selected 
consumer risk. Because a measure of the level of uncertainty is incorporated into 
the minimum accuracy value, it is a useful index to compare the results of accuracy 
tests using dgferent sample sizes and for use in a loss function for comparing the 
relative expected nmxitnum cost of alternative c1assifi:cation methodr. 

Tables provide the data needed to select a classification accuracy test at the 80 
percent, 85 percent, or 90 percent level, at consumer risks of 0.01, 0.05, and 0.10, 
and give the minimum accuracy values for a range of test results. 

propriate for their own specific applications. It was 
also proposed that, in addition to reporting whether 
a thematic map had passed or failed a specific ac- 
curacy test, a minimum accuracy value should be 
calculated for each map class. The minimum accu- 
racy value (based on the binomial distribution) is a 
statistical measure of quality whereas the simple 
yeslno answer of a hypothesis test only considers 
whether the map has exceeded a threshold level. 

This paper illustrates the use of minimum accu- 
racy values in assessing the classification of remotely 
sensed data. Minimum accuracy values for a range 
of accuracy test designs are provided in a format that 
allows the user to both design an accuracy assess- 
ment test and evaluate the test results. 
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sifications (X) of these samples. After these values 
are determined, N map samples are selected and 
their classifications are compared against the true 
classification of the sample point (e.g., ground data). 
If X or fewer points are misclassified, then the map 
is accepted as accurate at the specified level of pre- 
cision. (It is assumed that ~nisclassification of a site 
can be unambiguously determined.) 

In any statistical test there is a probability or risk 
that interpretation of the test results will lead to the 
wrong conclusion. The probabilities associated with 
the two types of erroneous conclusions may be 
termed consumer risk and producer risk. (Aronoff 
(1982a) showed that the consumer and producer 
risks as defined below could become either the Type 
I or Type I1 statistical error, depending on the way 
the null hypothesis is contructed. By using the 
terms consumer and producer risks, the confusion 
is avoided.) 
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Consumer risk is the probability that a map of 
unacceptable accuracy will pass the accuracy test. 
It can be calculated from the binomial sampling dis- 
tribution as follows: 

X 

CRISK = 2 N! 
QJN-Y) (1 - QL)Y (1) 

y=oY!(N - Y)! 

where CRISK = consumer risk, 
QL = the minimum accuracy required, 
X = number of allowable misclassifi- 

cations, 
N = total number of points sampled, 

and 
Y = number of misclassifications. 

The producer risk is the probability that a map of 
some acceptable accuracy QH will be rejected and 
is calculated as follows: 

where PRISK = ~ r o d u c e r  risk and 
QH = a selected high accuracy level 

The selection of values for consumer and pro- 
ducer risks depend on the value of the information 
and cost errors in a specific application. 

A hypothesis test leads to the conclusion that ei- 
ther the map is sufficiently accurate or it is not, 
depending on whether it passed or failed the test. 
However, a map which fails to pass a test for 85 
percent accuracy might still be adequate for a user 
requiring only 80 percent accuracy. The minimum 
accuracy value is a measure of quality obtained by 
calculating the accuracy of the map which would 
give the observed test results, given the specified 
consumer risk. (Producer risk is already specified 
by the sample size selected.) 

The minimum accuracy value is the highest ac- 
curacy level (QJ for which the observed number of 
misclassifications (Y) would constitute passing an ac- 
curacy test a t  the user specified consumer risk 
(CRISK). It is a probabilistic estimate of the min- 
imum expected accuracy of a thematic map class. It 
is calculated from Equation 1, by setting X to the 
observed number of misclassifications, N to the 
sample size used, and CRISK is set to the consumer 
risk used in designing the accuracy test. The author 
developed a computer program to iteratively find a 
value of QL which satisfies the equation. The min- 
imum accuracy value can be interpreted to be that 
accuracy level which is so low that there is only a 
small chance (the consumer risk) that the test results 
could be as good as those observed when the true 
map accuracy was less than the minimum accuracy 
value. 

The reason for calculating this conservative ac- 
curacy value is that it is a measure which takes into 

account the degree of uncertainty of the estimate. 
Using a consumer risk of 0.05, a test result of 90 
percent correct for a sample size of 100 has a min- 
imum accuracy of 83.6 percent whereas, for a 
sample size of 10, the minimum accuracy value is 
60.5 percent. The minimum accuracy value, by re- 
flecting the level of uncertainty related to sample 
size, is a useful index for comparing accuracy test 
results in which the sample sizes are different. 

Another application of the minimum accuracy 
value is in the construction of a loss function. Sub- 
tracting the minimum accuracy value from 100 per- 
cent gives the complement that can be considered 
the maximum expected error. In the case of classi- 
fying Landsat imagery, the misclassification or in- 
correct assignment of a pixel to a specific class can 
be assigned a cost. Then the maximum expected loss 
for the class can be calculated as follows: 

ML, = 
(100% - MINAC,)C,N, 

100 

where Ci = cost of misclassifying a pixel 
in class i, 

ML, = maximum expected loss for 
class i, 

MINACi = minimum accuracy for class 
i, and 

n, = accuracy test sample size for 
class i. 

The maximum expected loss for an entire the- 
matic map, e.g. ,  the classification of a Landsat 
image, can be calculated by summing the maximum 
expected values for each class; i.e., 

whete ML = the maximum expected loss 
over all I classes and 

ML, = expected loss for class i. 

The ~naximum expected loss values can be then 
used as an index to compare the relative cost of 
using different classification algorithms or mapping 
systems. Aronoff (1983) showed how the method 
could be used to compare alternative environmental 
planning systems. Aronoff (1984) showed how the 
maximum expected loss could be used to optimize 
the labeling of image classes from an unsupervised 
classification. 

Techniques of sample selection for thematic map 
accuracy assesssment have been discussed by van 
Ganderen et. al. (1978) and Rosenfeld et. al. (1982). 
Some important considerations are noted below. A 
more complete discussion of sampling theory can be 
found in Raj (1972). 

A random sample of test points selected from a 
thematic map is area weighted, and therefore, 
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classes of small areal extent are often not sampled 
at all. For this reason it is generally accepted that 
some form of stratified sampling should be used, 
thereby ensuring that each map class is adequately 
tested (van Genderen et. al., 1978). Depending on 
the geographic location and study size, the shape 
and size of individual map polygons may show sig- 
nificant trends. A wet meadow class, for example, 
may occur as long, thin polygons in the more moun- 
tainous areas of the map and as broader and larger 
polygons in more level terrain. Classification errors, 
especially those related to boundary errors, will 
tend to be greater for the long thin polygons. A 
stratified random sample is generally not distributed 
evenly over the map area; thus, if the less accurately 
mapped smaller polygons are concentrated in one 
region of the map, they may be missed. 

A systematic sampling method can be used to en- 
sure that polygons of the class are sampled from all 
areas of the map. If the spatial arrangement of the 
sampled polygons is random, then the systematic 
sample should give rise to point and variance esti- 
mates similar to those resulting from a simple 
random sample (Raj, 1972). However, thematic map 
polygons commonly show some form of clumped 
distribution (e.g., urban areas) or regular distribu- 
tion (e.g., parallel streams along scarps). If the dis- 
tribution of polygons trends in a direction parallel 
to the transects of the systematic sample, a signifi- 
cant bias may be introduced. A single (one direc- 
tion) or double (two directions) unaligned systematic 
sample can be used to eliminate this bias (Quen- 
ouille, 1949; Thomas, 1975). 

The choice of sampling technique will depend on 
several factors, including the size of the study area, 
the type and distribution of features being mapped, 
the cost of acquiring verification data, and the funds 
for the accuracy assessment. 

Though a sample unit for accuracy verification is 
often considered to be a point for theoretical pur- 
poses, in practice a point cannot be accurately ver- 
ified because the locational accuracy of the mapping 
system will have some error and in practice the 
"point" is a small sample unit such as a single pixel 
that may be too small to accurately locate on the 
ground. The size of the sample unit to be centered 
on the selected test point should, therefore, be large 
enough that a point on the map will be included 
within the sample unit on the ground (or other ver- 
ification data) with some acceptable level of confi- 
dence. The sample unit should also be at least as 
large as the minimum mapping unit; otherwise, the 
thematic map will be tested at a level of resolution 
it was not designed to meet. 

Because the sample units occupy an area, they 
can contain more than one map class. These mixed 
units can be handled in several ways. A plurality 
rule can be used to assign the test site to the class 
of greatest abundance. More complex methods 
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could also be used that utilize measures of corre- 
spondence between the proportion of each map 
class occurring in the test site as mapped and the 
proportion as obtained from verification data. The 
decision rule selected will depend on the specific 
case and the cost of the different procedures. 

USE OF THE ~ ~ I N I M U M  ACCURACY TABLES 

Tables A1 to A9 in the Appendix list classification 
accuracy test designs, their associated consumer 
risks, and producer risks for three levels of accuracy. 

Each table lists the sample size (N)* ,  and exact 
consumer risk (CRISK), for critical values (X), i.e., 
the maximum allowable misclassifications, ranging 
from 0 to 35. The values for each table are calculated 
for a test at a specific level of accuracy: 80 percent, 
85 percent, or 90 percent, and at a specified max- 
imum consumer risk of 1 percent, 5 percent, or 10 
percent. The first six columns of each table are for 
accuracy test design, and the remaining columns are 
for interpretation of the test results. 

The use of a stratified sampling method is advo- 
cated, and in the remainder of the paper accuracy 
test design and evaluation is illustrated using a 
single map class. Evaluation of the entire map 
would require that each map class be evaluated sep- 
arately. 

Accuracy test design requires that an accuracy 
level and consumer risk be selected. The values of 
these parameters will depend on the specific appli- 
cation, the cost of unknowingly using an unaccept- 
able map, and the cost of performing the accuracy 
test. As the  cost of misclassifications becomes 
higher, the consumer risk, i.e., the chance of er- 
roneously accepting a substandard map, should be 
set lower. Suppose that an accuracy level of 85 per- 
cent and a consumer risk of 0.05 are considered 
appropriate to test a specified map class, then Table 
A5 can be used to design the accuracy test. For each 
critical value in the table, the smallest sample size 
which satisfies the specified consumer risk criterion 
has been calculated. The choice of sample size de- 
pends on the level of producer risk considered ac- 
ceptable. 

Producer risks have been tabulated for map ac- 
curacies of 90 percent, 95 percent, and 99 percent. 
The least expensive accuracy test to perfbrm would 
use the smallest sample size, in this case 19 points. 
However, the producer risk for a class that has been 
mapped with an accuracy of 95 percent would be 
0.6226. That is, if a class mapped with 95 percent 

* The binomial distribution is discrete. As a result, 
there will be more than one sample size (N) which will 
have the same associated number of allowable misclassi- 
fications (X) for a given maximum allowable consumer risk. 
The smallest value of N which satisfies these two con- 
straints is considered optimal because it also minimizes 
the producer risk (Ginevan, 1979). 
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accuracy were repeatedly tested by selecting 19 
points for verification, it would fail the test approx- 
imately 62 percent of the time. This high producer 
risk has a cost; the cost of unnecessarily re-checking 
a sufficiently accurate map and the cost of the delay 
in providing the information to the user. Using a 
larger sample size reduces the producer risk. From 
Table A5, using a sample size of 93 reduces the pro- 
ducer risk for a class mapped with an accuracy of 95 
percent to 0.0432. This reduces the chance and 
therefore the cost of incorrectly rejecting an accu- 
rate map, but increases the cost of performing the 
test because a larger sample size is used. The ap- 
propriate balance between cost of testing, the cost 
of accepting an unacceptable map, and the cost of 
erroneously rejecting an accurate map should be de- 
termined by the user in relation to the specific ap- 
plication of the information. 

An accuracy test can be designed as outlined 
above and then implemented. The results of the 
accuracy test can then be evaluated in two ways. 
The test can be used as a hypothesis test, in which 
case the map is rejected if more than the allowable 
number of ~nisclassifications are obtained. In addi- 
tion. the accuracv test results can be used to cal- 
culate an index of quality, in this case a minimum 
accuracy value, as illustrated below. 

Suppose that for an accuracy test 10 out of 93 
points were incorrectly classified. Because the crit- 
ical value '8' from Table A5 was exceeded, the map 
failed the test. The deviation of the result from X is 
the observed misclassifications minus the critical 
value or 10 - 8 = 2. The minimum accuracy value 
for a sample size N = 93 and deviation of 2 is 82.4 
percent. In other words, there is a chance (con- 
sumer risk) of only 5 percent or less that a map with 
an accuracy level as low as 82.4 percent would give 
a test result as good as ten misclassifications out of 
93 sampled points. Odd numbered deviations can 
be estimated from the table by graphical interpo- 
lation. (A plot can be made of minimum accuracy 
versus number of misclassifications for the row 
being used in the tables. Because each row pro- 
duces a different curve, they have not been in- 
cluded here.) As N increases, the relationship be- 
tween minimum accuracy and deviations from X ap- 
proaches linearity; and for N = 50 or larger, linear 
interpolation may be sufficiently accurate. 

The minimum accuracy value, used as a measure 
of quality, can guide the user in deciding whether 
a thematic map, such as is commonly gen- 
erated from remotely sensed data, is suitable for a 
specific application. 

Classification accuracy tests can be designed as 
hypothesis tests in which the criterion for accepting 

a map or map class is that it passes the test. A useful 
measure of quality is the minimum accuracy value, 
i.e., the lowest accuracy the map is expected to have 
given the observed test results and the selected con- 
sumer risk. The minimum accuracy value is a way 
of representing more of the information contained 
in an accuracy test by indicating not only whether 
the map passed or failed but also how well it passed 
or failed the test. 

The tables provide the data necessary both to se- 
lect a classification accuracy test and to interpret the 
results. When the data from accuracy tests are pre- 
sented in a disaggregated form such as an error ma- 
trix, the user can evaluate the suitability of the map 
product fur a specific application. The tables in- 
cluded here can be used to evaluate accuracy test 
data and help the user make that evaluation. 
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Producer Risk Values 
(Accuracy Levels in %) Minimum Accuracy Values in Percent for Deviations from X 

X N CRISK 90.0% 95.0% 99.0% -6 -4 -2 0 2 4 6 8 10 12 14 16 18 20 22 24 26 

0 14 0.0440 
1 22 0.0480 
2 30 0.0442 
3 37 0.0450 
4 44 0.0440 
5 50 0.0480 
6 57 0.0451 
7 63 0.0473 
8 69 0.0490 
9 76 0.0450 

10 82 0.0458 
11 88 0.0464 
12 94 0.0468 
13 100 0.0469 
14 106 0.0469 
15 112 0.0467 
16 118 0.0464 
17 124 0.0460 
18 129 0.0496 
19 135 0.0490 
20 141 0.0483 
21 147 0.0475 
22 153 0.0467 
23 158 0.0496 
24 164 0.0487 
25 170 0.0478 
26 176 0.0468 
27 181 0.0493 
28 187 0.0483 
29 193 0.0472 
30 198 0.0495 
31 204 0.0483 
32 210 0.0472 
33 215 0.0493 
34 221 0.0481 
35 227 0.0470 

Symbols: X = maximum 

0.7712 0.5123 
0.6608 0.3018 
0.5886 0.1878 
0.5136 0.1119 
0.4528 0.0675 
0.3839 0.0378 
0.3429 0.0231 
0.2927 0.0130 
0.2502 0.0073 
0.2262 0.0045 
0.1943 0.0026 
0.1671 0.0014 
0.1438 0.0008 
0.1239 0.0005 
0.1068 0.0003 
0.0922 0.0001 
0.0796 0.0001 
0.0689 0.0000 
0.0559 0.0000 
0.0484 0.0000 
0.0419 0.0000 
0.0363 0.0000 
0.0314 0.0000 
0.0255 0.0000 
0.0221 0.0000 
0.0192 0.0000 
0.0167 0.0000 
0.0135 0.0000 
0.0117 0.0000 
0.0102 0.0000 
0.0083 0.0000 
0.0072 0.0000 
0.0062 0.0000 
0.0051 0.0000 
0.0044 0.0000 
0.0038 0.0000 

allowable misclassificat~ons 

**** **** **** 80.7 61.4 46.0 32.5 20.6 10.4 2.6 0.0 **** **** **** **** **** **** 
**** **** **** 80.1 68.4 58.0 48.4 39.5 31.1 23.2 15.9 9.4 3.8 0.2 **** **** **** 
**** **** 90.4 80.4 72.0 64.3 57.0 50.0 43.3 36.9 30.8 24.9 19.3 14.0 9.0 4.6 1.1 
**** **** 87.8 80.3 73.6 67.3 61.3 55.6 50.0 44.6 39.3 34.2 29.3 24.5 19.9 15.4 11.2 
**** 93.4 86.3 80.3 74.8 69.5 64.5 59.5 54.8 50.1 45.5 41.1 36.7 32.5 28.3 24.3 20.3 
**** 90.8 85.2 80.1 75.3 70.6 66.2 61.8 57.6 53.4 49.3 45.4 41.4 37.6 33.8 30.1 26.5 
94.8 89.3 84.6 80.2 76.1 72.0 68.1 64.3 60.5 56.8 53.2 49.6 46.1 42.6 39.2 35.9 32.6 
92.6 88.1 84.0 80.1 76.3 72.7 69.2 65.7 62.3 58.9 55.6 52.3 49.1 46.0 42.8 39.7 36.7 
91.1 87.2 83.5 80.0 76.6 73.3 70.1 66.9 63.8 60.7 57.6 54.6 51.7 48.8 45.9 43.0 40.2 
90.1 86.683.3 80.2 77.1 74.1 71.268.365.5 62.7 59.9 57.1 54.4 51.749.1 46.5 43.9 
89.1 86.0 83.0 80.1 77.3 74.6 71.8 69.2 66.5 63.9 61.3 58.8 56.2 53.7 51.3 48.8 46.4 
88.4 85.5 82.8 80.1 77.5 74.9 72.4 69.9 67.4 65.0 62.6 60.2 57.8 55.5 53.2 50.9 48.6 
87.7 85.1 82.6 80.1 77.7 75.3 72.9 70.6 68.2 66.0 63.7 61.5 59.2 57.0 54.9 52.7 50.5 
87.2 84.8 82.4 80.1 77.8 75.6 73.3 71.1 69.0 66.8 64.7 62.6 60.5 58.4 56.3 54.3 52.3 
86.7 84.5 82.3 80.1 77.9 75.8 73.7 71.7 69.6 67.6 65.6 63.6 61.6 59.6 57.7 55.7 53.8 
86.3 84.2 82.1 80.1 78.1 76.1 74.1 72.1 70.2 68.3 66.4 64.5 62.6 60.7 58.9 57.0 55.2 
86.0 84.0 82.0 80.1 78.2 76.3 74.4 72.6 70.7 68.9 67.1 65.3 63.5 61.7 60.0 58.2 56.5 
85.7 83.8 81.9 80.1 78.3 76.5 74.7 72.9 71.2 69.5 67.7 66.0 64.3 62.6 61.0 59.3 57.6 
85.3 83.5 81.7 80.0 78.2 76.5 74.8 73.1 71.4 69.8 68.1 66.5 64.8 63.2 61.6 60.0 58.4 
85.1 83.4 81.7 80.0 78.3 76.7 75.1 73.4 71.8 70.2 68.7 67.1 65.5 64.0 62.4 60.9 59.3 
84.9 83.2 81.6 80.0 78.4 76.9 75.3 73.8 72.2 70.7 69.2 67.7 66.2 64.7 63.2 61.7 60.2 
84.7 83.1 81.6 80.0 78.5 77.0 75.5 74.0 72.6 71.1 69.7 68.2 66.8 65.3 63.9 62.5 61.1 
84.5 83.0 81.5 80.1 78.6 77.2 75.7 74.3 72.9 71.5 70.1 68.7 67.3 65.9 64.6 63.2 61.8 
84.3 82.8 81.4 80.0 78.6 77.2 75.8 74.4 73.0 71.7 70.3 69.0 67.6 66.3 65.0 63.7 62.3 
84.1 82.7 81.4 80.0 78.6 77.3 76.0 74.6 73.3 72.0 70.7 69.4 68.1 66.8 65.6 64.3 63.0 
84.0 82.7 81.3 80.0 78.7 77.4 76.1 74.9 73.6 72.3 71.1 69.8 68.6 67.3 66.1 64.9 63.6 
83.9 82.6 81.3 80.1 78.8 77.5 76.3 75.1 73.9 72.6 71.4 70.2 69.0 67.8 66.6 65.4 64.2 
83.7 82.4 81.2 80.0 78.8 77.5 76.3 75.1 74.0 72.8 71.6 70.4 69.2 68.1 66.9 65.8 64.6 
83.6 82.4 81.2 80.0 78.8 77.7 76.5 75.3 74.2 73.0 71.9 70.8 69.6 68.5 67.4 66.2 65.1 
83.5 82.3 81.2 80.0 78.9 77.8 76.6 75.5 74.4 73.3 72.2 71.1 70.0 68.9 67.8 66.7 65.6 
83.3 82.2 81.1 80.0 78.9 77.8 76.7 75.6 74.5 73.4 72.3 71.2 70.2 69.1 68.0 67.0 65.9 
83.3 82.2 81.1 80.0 78.9 77.9 76.8 75.7 74.7 73.6 72.6 71.5 70.5 69.5 68.4 67.4 66.4 
83.2 82.1 81.1 80.0 79.0 78.0 76.9 75.9 74.9 73.8 72.8 71.8 70.8 69.8 68.8 67.8 66.8 
83.1 82.0 81.0 80.0 79.0 77.9 76.9 75.9 74.9 73.9 72.9 72.0 71.0 70.0 69.0 68.0 67.1 
83.0 82.0 81.0 80.0 79.0 78.0 77.1 76.1 75.1 74.1 73.2 72.2 71.3 70.3 69.3 68.4 674 
82.9 82.0 81.0 80.0 79.1 78.1 77.2 76.2 75.3 74.3 73.4 72.5 71.5 70.6 69.7 68.7 67.8 

1 sample sue CRISK = exact consumer risk **** = not applicable 



Producer Risk Values 
(Accuracy Levels in %) Minimum Accuracy Values in Percent for Deviations from X 

X N CRISK 

0 11 0.0859 
1 18 0.0991 
2 25 0.0982 
3 32 0.0931 
4 38 0.0986 
5 45 0.0902 
6 51 0.0923 
7 57 0.0934 
8 63 0.0937 
9 69 0.0934 

10 75 0.0928 
11 81 0.0918 
12 86 0.0990 
13 92 0.0972 
14 98 0.0954 
15 104 0.0935 
16 109 0.0991 
17 115 0.0968 
18 121 0.0944 
19 126 0.0993 
20 132 0.0967 
21 138 0.0942 
22 143 0.0984 
23 149 0.0957 
24 154 0.0996 
25 160 0.0968 
26 166 0.0941 
27 171 0.0976 
28 177 0.0949 
29 182 0.0981 
30 188 0.0953 
31 193 0.0984 
32 199 0.0955 
33 204 0.0984 
34 210 0.0956 
35 215 0.0983 

Symbols: X = maximum allowable misclassifications N = required sample size CRISK = exact consumer risk. **** = not applicable 



TABLE A4. C R I ~ C A L  VALUE TABLE FOR A REQUIRED ACCURACY OF 85.0% WITH A COMUMER RISK OF 0.0100 

Producer Risk Values 
(Accuracy Levels in %) Minimum Accuracy Values in Percent for Deviations from X 

X N CRISK 90.0% 95.0% 99.0% -6 -4 -2 0 2 4 6 8 10 12 14 16 18 20 22 24 26 

0 29 0.0090 0.9529 0.7741 0.2528 **** **** **** 85.3 74.0 64.9 56.8 49.3 42.3 35.7 29.5 23.6 18.2 13.1 8.5 4.6 1.5 
1 42 0.0091 0.9322 0.6276 0.0662 **** **** **** 85.2 77.9 71.6 65.8 60.3 55.0 50.0 45.2 40.5 35.9 31.6 27.3 23.3 19.4 
2 53 0.0097 0.9102 0.4982 0.0162 **** **** 91.6 85.0 79.6 74.6 69.9 65.5 61.2 57.1 53.1 49.1 45.3 41.6 38.0 34.4 31.0 
3 64 0.0092 0.8937 0.3986 0.0039 * * * * * * * *90 .085.180.776.772.869.165.562.058.655.251.948.745.642.539.5  
4 74 0.0094 0.8738 0.3112 0.0009 **** 93.9 89.1 85.0 81.4 77.9 74.6 71.3 68.2 65.1 62.1 59.2 56.3 53.5 50.7 47.9 45.2 
5 84 0.0092 0.8565 0.2434 0.0002 **** 92.3 88.5 85.1 81.9 78.9 75.9 73.1 70.3 67.6 64.9 62.3 59.7 57.2 54.7 52.2 49.8 
6 93 0.0097 0.8333 0.1839 0.0000 95.191.288.085.082.279.476.874.371.769.366.964.562.159.857.555.353.1 
7103 0.0091 0.8197 0.1442 0.0000 93.790.587.785.182.680.177.875.573.271.068.866.664.562.460.358.256.2 
8 112 0.0092 0.7994 0.1088 0.0000 92.789.987.485.182.880.578.476.374.272.170.168.166.164.262.360.358.5 
9 121 0.0093 0.7801 0.0821 0.0000 91.9 89.5 87.2 85.0 82.9 80.9 78.9 77.0 75.0 73.1 71.3 69.4 67.6 65.8 64.0 62.2 60.4 

10130 0.0092 0.7619 0.0619 0.0000 91.389.187.085.083.181.279.477.675.874.072.370.568.867.165.563.862.1 
11138 0.0099 0.7358 0.0445 0.0000 90.788.786.885.083.281.479.777.976.374.673.071.369.768.166.565.063.4 
12 147 0.0096 0.7194 0.0335 0.0000 90.3 88.5 86.7 85.0 83.3 81.7 80.0 78.4 76.9 75.3 73.7 72.2 70.7 69.2 67.7 66.2 64.8 
13 156 0.0094 0.7038 0.0252 0.0000 90.0 88.3 86.6 85.0 83.4 81.9 80.4 78.9 77.4 75.9 74.5 73.0 71.6 70.2 68.8 67.4 66.0 
14 164 0.0098 0.6800 0.0181 0,0000 89.6 88.0 86.5 85.0 83.5 82.0 80.6 79.1 77.7 76.3 75.0 73.6 72.2 70.9 69.5 68.2 66.9 
15 173 0.0094 0.6659 0.0136 0.0000 89.4 87.9 86.4 85.0 83.6 82.2 80.9 79.5 78.2 76.8 75.5 74.2 72.9 71.7 70.4 69.1 67.9 
16 181 0.0097 0.6435 0.0097 0.0000 89.1 87.7 86.3 85.0 83.6 82.3 81.0 79.7 78.5 77.2 75.9 74.7 73.5 72.2 71.0 69.8 68.6 
17 190 0.0093 0.6308 0.0073 0.0000 88.9 87.6 86.3 85.0 83.8 82.5 81.3 80.0 78.8 77.6 76.4 75.3 74.1 72.9 71.7 70.6 69.4 
18198 0.0096 0.6098 0.0052 0.0000 88.787.586.285.083.882.681.480.279.177.976.875.674.573.472.371.270.1 
19 206 0.0098 0.5894 0.0037 0.0000 88.587.386.185.083.882.781.580.479.378.277.176.074.973.872.871.770.6 
20214 0.0099 0.5697 0.0027 0.0000 88.487.286.185.083.882.781.780.679.578.477.476.375.374.373.272.271.2 
21223 0.0094 0.5594 0.0020 0.0000 88.387.286.185.083.982.981.880.879.878.877.876.775.774.873.872.871.8 
22231 0.0095 0.5408 0.0014 0.0000 88.187.186.085.084.083.081.981.080.079.078.077.076.175.174.273.272.3 
23 239 0.0096 0.5229 0.0010 0.0000 88.0 87.0 86.0 85.0 84.0 83.0 82.0 81.1 80.1 79.2 78.2 77.3 76.4 75.4 74.5 73.6 72.7 
24 247 0.0097 0.5056 0.0007 0.0000 87.9 86.9 85.9 85.0 84.0 83.1 82.1 81.2 80.3 79.4 78.5 77.6 76.7 75.8 74.9 74.0 73.1 
25 255 0.0098 0.4888 0.0005 0.0000 87.8 86.8 85.9 85.0 84.0 83.1 82.2 81.3 80.4 79.6 78.7 77.8 76.9 76.1 75.2 74.3 73.5 
26 263 0.0098 0.4727 0.0004 0.0000 87.7 86.8 85.9 85.0 84.1 83.2 82.3 81.4 80.6 79.7 78.9 78.0 77.2 76.3 75.5 74.7 73.8 
27 271 0.0098 0.4571 0.0003 0.0000 87.6 86.7 85.8 85.0 84.1 83.2 82.4 81.6 80.7 79.9 79.1 78.2 77.4 76.6 75.8 75.0 74.2 
28279 0.0098 0.4420 0.0002 0.0000 87.586.685.885.084.183.382.581.780.880.079.278.477.676.876.175.374.5 
29287 0.0098 0.4274 0.0001 0.0000 87.486.685.885.084.283.382.681.881.080.279.478.677.977.176.375.574.8 
30 295 0.0098 0.4134 0.0001 0.0000 87.386.585.885.084.283.482.681.981.180.379.678.878.177.376.675.875.1 
31303 0.0098 0.3998 0.0001 0.0000 87.386.585.785.084.283.482.781.981.280.579.779.078.277.576.876.175.3 
32311 0.0097 0.3867 0,0000 0.0000 87.286.585.785.084.283.582.882.081.380.679.979.178.477.777.076.375.6 
33 319 0.0097 0.3740 0.0000 0.0000 87.2 86.4 85.7 85.0 84.2 83.5 82.8 82.1 81.4 80.7 80.0 79.3 78.6 77.9 77.2 76.5 75.9 
34 327 0.0096 0.3618 0.0000 0.0000 87.1 86.4 85.7 85.0 84.3 83.6 82.9 82.2 81.5 80.8 80.1 79.5 78.8 78.1 77.4 76.8 76.1 
35 335 0.0096 0.3501 0.0000 0.0000 87.1 86.4 85.7 85.0 84.3 83.6 82.9 82.3 81.6 80.9 80.3 79.6 78.9 78.3 77.6 77.0 76.3 

Symbols: X = maximum allowable m~sclasrificat~ons N = requared sample size CRISK = exact consumer rlsk **** = not applicable 



Producer Risk Values 
(Accuracy Levels in %) 

X N CRISK 

0 19 0.0456 
1 30 0.0480 
2 40 0.0486 
3 50 0.0460 
4 59 0.0469 
5 68 0.0465 
6 76 0.0497 
7 85 0.0478 
8 93 0.0496 
9 102 0.0471 

10 110 0.0481 
11 118 0.0488 
12 126 0.0492 
13 134 0.0494 
14 142 0.0494 
15 150 0.0493 
16 158 0.0491 
17 166 0.0488 
18 174 0.0483 
19 182 0.0478 
20 190 0.0473 
21 197 0.0495 
22 205 0.0488 
23 213 0.0480 
24 220 0.0499 
25 228 0.0490 
26 236 0.0482 
27 243 0.0498 
28 251 0.0488 
29 259 0.0479 
30 266 0.0493 
31 274 0.0483 
32 281 0.0497 
33 289 0.0486 
34 296 0.0499 
35 304 0.0487 

Minimum Accuracy Values in Percent for Deviations from X 

Symbols: X = maximum allowable rnisclassifications N = required sample size CRISK = exact consumer risk. **** = not applicable 



TABLE A6. CRITICAL VALUE TABLE FOR A REQU~RED ACCURACY OF 85.0% WITH A CONSUMER RISK OF 0.10 

Producer Risk Values 
(Accuracy Levels in %) Minimum Accuracy Values in Percent for Deviations from X 

X N CRISK 90.0% 95.0% 99.0% - 6 - 4 - 2  0 2 4 6 8 10 12 14 16 18 20 22 24 26 

0 15 0.0874 
1 25 0.0931 
2 34 0.0975 
3 43 0.0964 
4 52 0.0931 
5 60 0.0968 
6 68 0.0990 
7 77 0.0925 
8 85 0.0932 
9 93 0.0932 

10 100 0.0994 
11 108 0.0984 
12 116 0.0972 
13 124 0.0958 
14 132 0.0942 
15 139 0.0982 
16 147 0.0963 
17 154 0.0998 
18 162 0.0975 
19 170 0.0953 
20 177 0.0982 
21 185 0.0958 
22 192 0.0984 
23 200 0.0959 
24 207 0.0982 
25 215 0.0957 
26 222 0.0978 
27 229 0.0997 
28 237 0.0971 
29 244 0.0989 
30 252 0.0962 
31 259 0.0978 
32 266 0.0994 
33 274 0.0967 
34 281 0.0981 
35 288 0.0995 

Symbols. X = maximum 

0.7941 0.5367 
0.7288 0.3576 
0.6745 0.2407 
0.6352 0.1666 
0.6046 0.1174 
0.5628 0.0787 
0.5266 0.0531 
0.5098 0.0385 
0.4805 0.0262 
0.4541 0.0179 
0.4168 0.0115 
0.3955 0.0079 
0.3758 0.0054 
0.3577 0.0037 
0.3409 0.0026 
0.3149 0.0017 
0.3007 0.0012 
0.2781 0.0007 
0.2661 0.0005 
0.2548 0.0004 
0.2362 0.0002 
0.2265 0.0002 
0.2101 0.0001 
0.2017 0.0001 
0.1872 0.0000 
0.1800 0.0000 
0.1672 0.0000 
0.1553 0.0000 
0.1495 0.0000 
0.1390 0.0000 
0.1339 0.0000 
0.1246 0.0000 
0.1159 0.0000 
0.1118 0.0000 
0.1040 0.0000 
0.0968 0.0000 

allowable misclassifications 

0.1399 
0.0258 
0.0047 
0.0009 
0.0002 
0.0000 
0.0000 
0.0000 
0. 0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 

N = require 

**** **** **** 85.7 68.2 53.6 40.3 28.2 17.1 7.5 0.7 **** **** **** **** **** **** 
************ 85.3 75.2 66.0 57.4 49.2 41.3 33.7 26.5 19.6 13.1 7.1 2.1 O.O**** 
**** **** 93.4 85.0 77.8 71.0 64.6 58.3 52.2 46.3 40.6 35.0 29.5 24.2 19.1 14.2 9.5 
**** **** 91.2 85.1 79.4 74.1 68.9 63.9 59.0 54.2 49.5 44.9 40.3 35.9 31.5 27.2 23.0 
**** 95.6 90.0 85.2 80.6 76.2 71.9 67.7 63.6 59.6 55.6 51.7 47.8 44.0 40.2 36.5 32.9 
**** 93.6 89.2 85.0 81.1 77.3 73.6 70.0 66.4 62.8 59.4 55.9 52.5 49.2 45.9 42.6 39.3 
96.6 92.3 88.5 85.0 81.5 78.2 74.9 71.7 68.5 65.4 62.3 59.3 56.2 53.2 50.3 47.3 44.4 
95.0 91.5 88.2 85.1 82.1 79.2 76.3 73.5 70.6 67.9 65.1 62.4 59.7 57.0 54.4 51.8 49.1 
93.8 90.8 87.9 85.1 82.4 79.8 77.1 74.6 72.0 69.5 67.0 64.5 62.1 59.6 57.2 54.8 52.4 
92.9 90.2 87.6 85.1 82.6 80.2 77.8 75.5 73.2 70.9 68.6 66.3 64.0 61.8 59.6 57.4 55.2 
92.1 89.7 87.3 85.0 82.7 80.4 78.2 76.0 73.9 71.7 69.6 67.5 65.4 63.3 61.2 59.2 57.1 
91.5 89.3 87.1 85.0 82.9 80.8 78.8 76.7 74.7 72.8 70.8 68.8 66.9 64.9 63.0 61.1 59.2 
91.0 89.0 87.0 85.0 83.1 81.1 79.2 77.4 75.5 73.6 71.8 70.0 68.2 66.3 64.6 62.8 61.0 
90.6 88.7 86.9 85.0 83.2 81.4 79.7 77.9 76.1 74.4 72.7 71.0 69.3 67.6 65.9 64.2 62.6 
90.3 88.5 86.8 85.1 83.4 81.7 80.0 78.4 76.7 75.1 73.5 71.9 70.3 68.7 67.1 65.5 63.9 
89.9 88.3 86.6 85.0 83.4 81.8 80.2 78.6 77.1 75.5 74.0 72.5 71.0 69.4 67.9 66.4 64.9 
89.7 88.1 86.5 85.0 83.5 82.0 80.5 79.0 77.6 76.1 74.6 73.2 71.8 70.3 68.9 67.5 66.1 
89.4 87.9 86.4 85.0 83.5 82.1 80.7 79.3 77.9 76.5 75.1 73.7 72.3 70.9 69.6 68.2 66.9 
89.2 87.8 86.4 85.0 83.6 82.3 80.9 79.6 78.2 76.9 75.6 74.3 73.0 71.7 70.4 69.1 67.8 
89.0 87.7 86.3 85.0 83.7 82.4 81.2 79.9 78.6 77.3 76.1 74.8 73.6 72.4 71.1 69.968.7 
88.8 87.5 86.2 85.0 83.7 82.5 81.3 80.0 78.8 77.6 76.4 75.2 74.0 72.8 71.6 70.4 69.3 
88.6 87.4 86.2 85.0 83.8 82.6 81.5 80.3 79.1 78.0 76.8 75.7 74.5 73.4 72.2 71.1 70.0 
88.5 87.3 86.1 85.0 83.8 82.7 81.6 80.4 79.3 78.2 77.1 76.0 74.9 73.8 72.7 71.6 70.5 
88.3 87.2 86.1 85.0 83.9 82.8 81.7 80.7 79.6 78.5 77.4 76.4 75.3 74.3 73.2 72.2 71.1 
88.2 87.1 86.0 85.0 83.9 82.9 81.8 80.8 79.7 78.7 77.7 76.7 75.6 74.6 73.6 72.6 71.6 
88.1 87.1 86.0 85.0 84.0 83.0 82.0 81.0 80.0 79.0 78.0 77.0 76.0 75.0 74.1 73.1 72.1 
88.0 87.0 86.0 85.0 84.0 83.0 82.0 81.1 80.1 79.1 78.2 77.2 76.3 75.3 74.4 73.4 72.5 
87.8 86.9 85.9 85.0 84.0 83.1 82.1 81.2 80.2 79.3 78.4 77.4 76.5 75.6 74.7 73.8 72.8 
87.8 86.8 85.9 85.0 84.1 83.2 82.2 81.3 80.4 79.5 78.6 77.7 76.8 76.0 75.1 74.2 73.3 
87.7 86.8 85.9 85.0 84.1 83.2 82.3 81.4 80.5 79.7 78.8 77.9 77.1 76.2 75.3 74.5 73.6 
87.6 86.7 85.9 85.0 84.1 83.3 82.4 81.6 80.7 79.9 79.0 78.2 77.4 76.5 75.7 74.8 74.0 
87.5 86.7 85.8 85.0 84.1 83.3 82.5 81.6 80.8 80.0 79.2 78.4 77.5 76.7 75.9 75.1 74.3 
87.4 86.6 85.8 85.0 84.1 83.3 82.5 81.7 80.9 80.1 79.3 78.5 77.7 76.9 76.1 75.3 74.6 
87.4 86.6 85.8 85.0 84.2 83.4 82.6 81.9 81.1 80.3 79.5 78.7 78.0 77.2 76.4 75.7 74.9 
87.3 86.5 85.7 85.0 84.2 83.4 82.7 81.9 81.2 80.4 79.6 78.9 78.1 77.4 76.6 75.9 75.1 
87.2 86.5 85.7 85.0 84.2 83.5 82.7 82.0 81.2 80.5 79.8 79.0 78.3 77.6 76.8 76.1 75.4 

d sample size CRISK = exact consumer risk **** = not applicable 



TABLE A7. CRITICAL VALUE TABLE FOR A REQUIRED ACCURACY OF 90.0% WITH A CONSUMER RISK OF 0.01 

Producer Risk Values 
(Accuracy Levels in %) Minimum Accuracy Values in Percent for Deviations from X 

X N CRISK 95.0% 97.0% 99.0% - 6 - 4 - 2  0 2 4 6 8 10 12 14 16 18 20 22 24 26 

Symbols: X = maximum 1 allowable n 

0.3574 **** **** **** 90.0 82.2 75.8 69.9 64.5 59.3 54.4 49.6 45.0 40.5 36.2 32.0 27.9 24.0 
0.1346 **** **** **** 90.0 85.1 80.7 76.7 72.8 69.1 65.5 62.0 58.6 55.2 51.9 48.7 45.6 42.5 
0.0480 ********94.490.086.382.979.776.673.670.767.965.162.459.757.154.551.9  
0.0166 **** **** 93.3 90.0 87.0 84.2 81.5 79.0 76.5 74.0 71.6 69.3 67.0 64.7 62.5 60.2 58.0 
0.0058 ****96 .092 .790 .087 .585 .282 .980 .778 .676 .574 .472 .470 .368 .466 .464 .562 .6  . 
0.0019 **** 94.9 92.3 90.0 87.9 85.8 83.8 81.9 80.0 78.1 76.3 74.5 72.7 71.0 69.2 67.5 65.8 
0.0006 96.894.292.090.088.186.384.582.781.079.477.776.174.572.971.369.768.2 
0.0002 95.8 93.7 91.8 90.0 88.3 86.6 85.0 83.4 81.9 80.4 78.9 77.4 75.9 74.5 73.0 71.6 70.2 
0.0001 95.193.391.690.088.486.985.584.082.681.279.878.577.175.874.573.171.8 
0.0000 94.692.991.490.088.587.285.884.583.281.980.679.378.176.875.674.473.1 
0.0000 94.292.791.390.088.787.486.284.983.782.581.380.179.077.876.775.574.4 
0.0000 93.8 92.5 91.2 90.0 88.8 87.6 86.4 85.2 84.1 83.0 81.9 80.8 79.7 78.6 77.5 76.4 75.4 
0.0000 93.592.391.190.088.887.786.685.584.583.482.481.380.379.378.377.276.2 
0.0000 93.3 92.2 91.0 90.0 88.9 87.9 86.8 85.8 84.8 83.8 82.8 81.8 80.9 79.9 78.9 78.0 77.0 
0.0000 93.192.091.090.089.088.087.086.085.184.183.282.381.480.479.578.677.7 
0.0000 92.9 91.9 90.9 90.0 89.0 88.1 87.2 86.3 85.4 84.5 83.6 82.7 81.8 80.9 80.1 79.2 78.4 
0.0000 92.8 91.8 90.9 90.0 89.1 88.2 87.3 86.5 85.6 84.7 83.9 83.1 82.2 81.4 80.6 79.8 78.9 
0.0000 92.6 91.7 90.8 90.0 89.1 88.3 87.4 86.6 85.8 85.0 84.2 83.3 82.6 81.8 81.0 80.2 79.4 
0.0000 92.5 91.6 90.8 90.0 89.2 88.3 87.6 86.8 86.0 85.2 84.4 83.7 82.9 82.1 81.4 80.6 79.9 
0.0000 92.3 91.5 90.7 90.0 89.2 88.4 87.6 86.9 86.1 85.4 84.6 83.9 83.2 82.4 81.7 81.0 80.3 
0.0000 92.3 91.5 90.7 90.0 89.2 88.5 87.8 87.0 86.3 85.6 84.9 84.2 83.5 82.8 82.1 81.4 80.7 
0.0000 92.1 91.4 90.7 90.0 89.2 88.5 87.8 87.1 86.4 85.8 85.1 84.4 83.7 83.0 82.4 81.7 81.0 
0.0000 92.1 91.4 90.7 90.0 89.3 88.6 87.9 87.3 86.6 85.9 85.3 84.6 84.0 83.3 82.7 82.0 81.4 
0.0000 92.091.390.690.089.388.688.087.486.786.185.484.884.283.582.982.381.7 
0.0000 91.9 91.3 90.6 90.0 89.3 88.7 88.1 87.4 86.8 86.2 85.6 85.0 84.4 83.8 83.2 82.6 82.0 
0.0000 91.8 91.2 90.6 90.0 89.3 88.7 88.1 87.5 86.9 86.3 85.7 85.1 84.5 84.0 83.4 82.8 82.2 
0.0000 91.8 91.2 90.6 90.0 89.4 88.8 88.2 87.6 87.0 86.5 85.9 85.3 84.7 84.2 83.6 83.1 82.5 
0.0000 91.7 91.1 90.6 90.0 89.4 88.8 88.3 87.7 87.1 86.6 86.0 85.5 84.9 84.4 83.8 83.3 82.7 
0.0000 91.791.190.590.089.488.988.387.887.286.786.185.685.184.584.083.582.9 
0.0000 91.691.190.590.089.488.988.487.887.386.886.285.785.284.784.283.683.1 
0.0000 91.691.090.590.089.488.988.487.987.486.986.385.885.384.884.383.883.3 
0.0000 91.5 91.0 90.5 90.0 89.5 88.9 88.4 87.9 87.4 86.9 86.4 86.0 85.5 85.0 84.5 84.0 83.5 
0.0000 91.5 91.0 90.5 90.0 89.5 89.0 88.5 88.0 87.5 87.0 86.5 86.1 85.6 85.1 84.6 84.2 83.7 
0.0000 91.4 90.9 90.5 90.0 89.5 89.0 88.5 88.1 87.6 87.1 86.6 86.2 85.7 85.2 84.8 84.3 83.8 
0.0000 91.4 90.9 90.4 90.0 89.5 89.0 88.5 88.1 87.6 87.2 86.7 86.2 85.8 85.3 84.9 84.4 84.0 
0.0000 91.390.990.490.089.589.088.688.187.787.286.886.385.985.485.084.684.1 

N = required sample s u e  CRISK = exact consumer nsk **** = not applrcable 



Producer Risk Values 
(Accuracy Levels in %) Minimum Accuracy Values in Percent for Deviations from X 

X N CRISK 95.0% 97.0% 99.0% -6  -4  - 2  0 2 4 6 8 10 12 14 16 18 20 22 24 26 

Symbols: X = maximum allowable misclassifications N = required sample size CRISK = exact consumer nsk. "+* = not applicable 



Producer Risk Values 
(Accuracy Levels in %) Minimum Accuracy Values in Percent for Deviations from X 

X N CRISK 95.0% 97.0% 99.0% -6 -4 -2 0 2 4 6 8 10 12 14 16 18 20 22 24 26 

0 22 0.0985 
1 38 0.0953 
2 52 0.0966 
3 65 0.0996 
4 78 0.0994 
5 91 0.0976 
6 103 0.1000 
7 116 0.0964 
8 128 0.0971 
9 140 0.0973 

10 152 0.0969 
11 164 0.0963 
12 175 0.0994 
13 187 0.0981 
14 199 0.0967 
15 210 0.0989 
16 222 0.0971 
17 233 0.0989 
18 245 0.0969 
19 256 0.0983 
20 267 0.0995 
21 279 0.0973 
22 290 0.0982 
23 301 0.0991 
24 312 0.0999 
25 324 0.0974 
26 335 0.0980 
27 346 0.0986 
28 357 0.0990 
29 368 0.0994 
30 379 0.0997 
31 390 0.1000 
32 402 0.0974 
33 413 0.0976 
34 424 0.0977 
35 435 0.0978 

Symbols. X = maxlmum 

0.6765 0.4883 
0.5728 0.3163 
0.4854 0.2046 
0.4100 0.1311 
0.3511 0.0854 
0.3036 0.0563 
0.2567 0.0358 
0.2248 0.0240 
0.1919 0.0154 
0.1642 0.0099 
0.1410 0.0064 
0.1213 0.0042 
0.1012 0.0026 
0.0874 0.0017 
0.0756 0.0011 
0.0633 0.0007 
0.0549 0.0004 
0.0461 0.0003 
0.0400 0.0002 
0.0336 0.0001 
0.0283 0.0001 
0.0246 0.0000 
0.0207 0.0000 
0.0175 0.0000 
0.0147 0.0000 
0.0128 0.0000 
0.0108 0.0000 
0.0091 0.0000 
0.0077 0.0000 
0.0065 0.0000 
0.0055 0.0000 
0.0046 0.0000 
0.0041 0.0000 
0.0034 0.0000 
0.0029 0.0000 
0.0025 0.0000 

allowable misclassifcations 

0.1984 **** **** **** 90.0 77.5 66.8 57.0 47.7 38.8 30.4 22.4 15.0 8.1 2.4 0.0 **** **** 
0.0555 **** **** **** 90.1 83.2 76.9 70.9 65.2 59.6 54.1 48.8 43.6 38.5 33.5 28.6 23.9 19.2 
0.0154 **** **** 95.6 90.0 85.2 80.6 76.2 71.9 67.7 63.6 59.6 55.6 51.7 47.8 44.0 40.2 36.5 
0.0042 * * * * * * * *94 .190.086.182.579.075.572.168.865.562.359.155.952.849.746.6  
0.0012 **** 97.0 93.3 90.0 86.8 83.8 80.9 78.0 75.2 72.4 69.6 66.9 64.2 61.5 58.9 56.2 53.6 
0.0003 **** 95.7 92.8 90.0 87.4 84.8 82.3 79.8 77.4 75.0 72.6 70.2 67.9 65.6 63.3 61.0 58.7 
0.0001 97.7 94.9 92.3 90.0 87.6 85.4 83.2 81.0 78.8 76.7 74.6 72.5 70.5 68.4 66.4 64.3 62.3 
0.0000 96.694.392.190.088.086.084.082.180.278.376.474.672.770.969.167.265.4 
0.0000 95.8 93.8 91.9 90.0 88.2 86.4 84.6 82.9 81.1 79.4 77.7 76.0 74.3 72.7 71.0 69.4 67.7 
0.0000 95.2 93.4 91.7 90.0 88.3 86.7 85.1 83.5 81.9 80.3 78.8 77.2 75.7 74.2 72.7 71.2 69.6 
0.0000 94.893.191.590.088.587.085.584.082.681.179.778.376.975.574.172.771.3 
0.0000 94.4 92.9 91.4 90.0 88.6 87.2 85.8 84.5 83.1 81.8 80.5 79.2 77.9 76.5 75.2 73.9 72.7 
0.0000 94.092.691.390.088.787.486.184.883.682.381.179.878.677.476.174.973.7 
0.0000 93.7 92.5 91.2 90.0 88.8 87.6 86.4 85.2 84.0 82.8 81.7 80.5 79.4 78.2 77.1 75.9 74.8 
0.0000 93.5 92.3 91.1 90.0 88.9 87.7 86.6 85.5 84.4 83.3 82.2 81.1 80.0 78.9 77.9 76.8 75.7 
0.0000 93.3 92.2 91.1 90.0 88.9 87.8 86.8 85.7 84.7 83.6 82.6 81.6 80.5 79.5 78.5 77.5 76.5 
0.0000 93.192.091.090.089.088.087.086.085.084.083.082.081.180.179.178.277.2 
0.0000 92.9 91.9 90.9 90.0 89.0 88.0 87.1 86.1 85.2 84.3 83.3 82.4 81.5 80.6 79.7 78.7 77.8 
0.0000 92.891.890.990.089.188.287.386.485.584.683.782.881.981.180.279.378.5 
0.0000 92.691.790.890.089.188.287.486.585.784.884.083.182.381.480.679.878.9 
0.0000 92.5 91.6 90.8 90.0 89.1 88.3 87.5 86.6 85.8 85.0 84.2 83.4 82.6 81.8 81.0 80.2 79.4 
0.0000 92.4 91.6 90.8 90.0 89.2 88.4 87.6 86.8 86.0 85.3 84.5 83.7 82.9 82.2 81.4 80.6 79.9 
0.0000 92.3 91.5 90.7 90.0 89.2 88.4 87.7 86.9 86.2 85.4 84.7 83.9 83.2 82.5 81.7 81.0 80.3 
0.0000 92.2 91.4 90.7 90.0 89.2 88.5 87.8 87.0 86.3 85.6 84.9 84.2 83.4 82.7 82.0 81.3 80.6 
0.0000 92.1 91.4 90.7 90.0 89.2 88.5 87.8 87.1 86.4 85.7 85.1 84.4 83.7 83.0 82.3 81.6 80.9 
0.0000 92.0 91.3 90.7 90.0 89.3 88.6 87.9 87.3 86.6 85.9 85.3 84.6 83.9 83.3 82.6 82.0 81.3 
0.0000 92.091.390.690.089.388.788.087.486.786.185.484.884.183.582.982.281.6 
0.0000 91.9 91.2 90.6 90.0 89.3 88.7 88.1 87.4 86.8 86.2 85.6 84.9 84.3 83.7 83.1 82.5 81.9 
0.0000 91.8 91.2 90.6 90.0 89.3 88.7 88.1 87.5 86.9 86.3 85.7 85.1 84.5 83.9 83.3 82.7 82.1 
0.0000 91.8 91.2 90.6 90.0 89.4 88.8 88.2 87.6 87.0 86.4 85.8 85.2 84.7 84.1 83.5 82.9 82.3 
0.0000 91.791.190.590.089.488.888.287.787.186.585.985.484.884.383.783.182.6 
0.0000 91.691.190.590.089.488.888.387.787.286.686.185.585.084.483.983.382.8 
0.0000 91.691.190.590.089.488.988.387.887.386.786.285.785.184.684.183.583.0 
0.0000 91.6 91.0 90.5 90.0 89.4 88.9 88.4 87.9 87.3 86.8 86.3 85.8 85.3 84.8 84.2 83.7 83.2 
0.0000 91.5 91.0 90.5 90.0 89.5 88.9 88.4 87.9 87.4 86.9 86.4 85.9 85.4 84.9 84.4 83.9 83.4 
0.0000 91.5 91.0 90.5 90.0 89.5 89.0 88.5 88.0 87.5 87.0 86.5 86.0 85.5 85.0 84.5 84.0 83.6 

N = requrred sample size CRISK = exact consumer rrsk **** = not appl~cable 


