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ABSTRACT: The ESA-Earthnet Thematic Mapper image characterization performed in the 
framework of the LIDQA Program includes operational activities support, understanding of 
the instrument reference characterization and performance in time, and comparison of TM 
products generated by different processing systems. The paper overviews the diBerent topics 
within the Earthnet Programme investigations. 

INTRODUCTION 

I N THE FRAMEWORK of the Landsat operational ac- 
tivities performed by the European Space 

Agency, Earthnet Programme Office (ESA-Earth- 
net) proposed to participate to the Landsat Image 
Data Quality Analysis (LIDQA) Program to evaluate 
the Landsat-4 and Landsat-5 system performances 
with emphasis on the Thematic Mapper. Both Earth- 
net Landsat stations of Fucino (Italy) and Kiruna 
(Sweden) have been equipped with new ground ac- 
quisition and processing equipment for this im- 
proved instrument. A third TM processing chain 
was also set up at the Earthnet Programme Office 
located at Frascati (Rome, Italy) as a Quality As- 
sessment and Algorithm Development Facility to 
operate off-production quality assessment functions, 
and to develop and test new processing algorithms. 
All three systems are based on a Perkin Elmer 3252 
mainframe, interfaced with an Array Processor FPS 
120B, High Density Tape Recorder(s) 42 tracks 
ENERTEC-Schlumberger with high speed data 
synchronization/decommutation equipment, an 1% 
Image Display terminal and standard peripherals 
(Fusco, 1984). TM data acquisition started with 
Landsat-4 at Fucino in November 1982, and re- 
cording resumed with Landsat-5 at both stations in 
April 1984 after the X-band anomaly in February 
1983. The TM processing chains have been oper- 
ated experimentally since February 1983 for 
Landsat-4 and since June 1984 for Landsat-5, and 
have been operational since September 1984. 

This paper reports on different aspects associated 
with the Thematic Mapper data. First, we summa- 
rize the operational experience gained so far from 
the acquisition, processing, and quality control 
standpoint. Second, we review the activities devel- 
oped at Earthnet to access radiometric and geo- 
metric characteristics of the Thematic Mapper in- 
strument. Then, the analysis of a temporal sequence 

of TM data acquired on the same geographic area is 
addressed. At last, we describe the experiment of 
comparing two sets of data acquired and processed 
by Earthnet and by NASAJNOAA, in particular an 
image acquired at the same time directly by Fucino 
and via Tracking and Data Relay Satellite (TDRS) 
by the National Oceanic and Atmospheric Admin- 
istration (NOAA). In all investigations we devote 
our effort to the analysis of only the six reflective 
bands. 

TM OPERATIONAL ACTIVITIES REPORT 

Landsat-4 Thematic Mapper images have been 
acquired only at Fucino ground station. Of the total 
acquisition, about 500 scenes are cloud free (mainly 
on North Africa). Landsat-5 images have been ac- 
quired since 6 April 1984 at both Fucino and Ki- 
runa. To optimize the job operated by the two sta- 
tions, normally they divide their acquisition respon- 
sibility in the overlapped coverage area. Figure 1 
indicates the total number of cloud-free scenes ac- 
quired over Europe by Fucino in 1984 (from 6 April 
to 31 December) from Landsat-5. All acquired data 
are kept in the Earthnet archive in raw acquisition 
format on High density digital tape (HDDT). 

TM data are processed by Earthnet upon user 
requests. Full and quarter scenes are produced ei- 
ther at 6250 or 1600 bpi tape density in either band 
sequential or band interleaved by line or single 
band format. Although various combinations of ra- 
diometric (e.g., raw, preflight, absolute, relative) 
and geometric (e.g., raw, without Payload Correc- 
tion Data-PCD, with PCD) corrections are possible 
in the Earthnet processing scheme, to date the stan- 
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PATH 
FIG. 1. Number of TM cloud-free frames acquired by Fucino (Italy) station in 1984 (6 April-31 December), from 
Landsatd over part of its coverage area. The numbers are derived from the Earthnet computerized image catalogs. 
*Indicates 10 or more cloud-free scenes. 

dard system corrected products have the following 
corrections and the indicated quality level: 

Radiometric corrections: preflight corrections 
using NASA defined Radmin, Radmax, gain and 
offset are applied (NASA, 1984). No relative cor- 
rections are applied. No distinction is made be- 
tween forward and reverse scans. 
Geometric system corrections: tnirror scan velocity 
profile, line length variation, earth rotation and 
curvature, panoramic distortion, satellite altitude, 
velocity and attitude are applied. The corrections 
use housekeeping and ephemeris data available in 
the video data and 111 the PCD data stream. If the 
PCD data are not available (as it was in the case 
for data before 27 January 1983) or they are not of 
good quality, then the production will be com- 
pleted with warnings and the product will have de- 
graded (nonstandard) quality. 
Remapping: no specific Inap projection is employed 
for the standard output product. Data are centered 
alaund the World Reference System (\\ins) frame 

center, relocated in longitude to the actual subsat- 
ellite point. No ground control points are used for 
the standard system-corrected product. 
Pixel size and resampling: system-corrected prod- 
ucts are resampled at 30 X 30 In by nearest 
neighbor interpolation scheme. 
Band to band registration: bands are registered at 
the best one-half pixel position. 

All data used in the investigations described 
below are Earthnet standard products unless oth- 
erwise indicated. 

During and after production, quality checks are 
made on the digital TM products at the acquisition 
and production stations. These checks include, typ- 
ically: 

residual striping assessment, 
residual swath jitter measurements, 



tape data content inspection (satul-ated data, drop- 
outs, minorlmajor frame loss, printout of the most 
relevant radiometric and geolnetric parameters 
from tape), 
visualization of the produced CCT images on an 
ilnage display terminal. 

For each TM band, the residual striping is as- 
sessed using the following procedure: 

Generate the processed image histogram for each 
detector, in the range 1-254. Counts 0 and 255 are 
not used in this analysis (they contain saturation 
values). 
Compute the mean and standard deviation of each 
individual detector m d ,  s,,. (d = 1, . . . , 16) and of 
the entire band histogram, In and s. 
Compute the gain a,, and offset b,, to equalize each 
detector histogram to the entire band histogram. 

Co~npute the D N  counts C' and C" nearest to the 
5 percent and the 95 percent of the total number 
of pixels in the histogranl. 
For each detector, estimate the residual striping at 
C' and C" by: 

The absolute maximum value of D',, and D o  should 
be within a specified threshold. In the operational 
environment this threshold is set up to 1.5 counts. 

The residual jitter in the geometrically corrected 
iinage is measured by the displacement between 
adjacent lines of two consecutive swaths (i.e., de- 
tector 16 of swath N and detector 1 of swath N + 
1). The displacement is determined by locating the 
maximum of the correlation coefficient profile be- 
tween the two adjacent lines using given quality and 
threshold criteria. This method has been used to 
assess geometric performances of the TM instru- 
ment (Fusco and Mehl, 1985). 

Only those products which did not meet the  
quality control standards will be sent to the Frascati 
Quality Assessment Facility for further inspection. 
If the analysis shows that the low quality of products 
was not caused by the  processing, then the  re- 
quested data will be distributed to the user with a 
warning message, otherwise the product will be re- 
jected. The following are some typical warnings 
given to users: 

Large portion of saturated data (band 5 on desert 
areas is very often saturated. We have also mea- 
sured some 30 percent of the total number of pixels 
at count 255). 
High residual striping after preflight radiolnetric 
correction (see comments in the section on Re- 
sidual Striping Analysis). 
Large visual bright-target-saturation-effects over 
sea areas. 
No PCD available (larger jitter across swaths can 
be seen in the image). 

Typical reasons for rejecting products are: 

minorlmajor frame loss or dropouts visualised on 
the image, 
residual striping too high. 

Figure 2 shows the number of TM digital prod- 
ucts distributed in the period from January 1984 to 
February 1985. For simplicity, the number of prod- 
ucts indicated there is given in quarter frame units 
with the assunlption that a full scene product is 
equivalent to 4 quarter frames and 1 single band 
product is equivalent to 1 quarter frame. The figures 
do not include the rejected products, the products 
used to generate films, and the products used for 
internal validation. Of the distributed products, 
about 10 percent are also analyzed at Frascati for a 
detailed quality control. The number of final rejects 
for the two months of January and February 1985 is 
also reported in Figure 2. 

With the experience gained from both the oper- 
ational processing and the LIDQA investigations, 
Earthnet plans to improve its processing system on 
radiometric and geonletric aspects (Barker, 1985). 
These i~nproveme~lts include: 

.Make available the calibration parameters mea- 
sured during the shutter ol)scuration time as the 
"before DC restore," "after 1)C restore," and "cal- 
ibration peak integration" values for each image 
line on the CCT products. 
Generate the histogram and c.alil)ration parameters 
separately for the forward and the reverse scans. 

Products per month 
2,ot 

Total number 
of products 

? t'""" 

Time 

Rejects 

FIG. 2. Number of distributed TM CCT quarter frame 
equivalent products until February 1985. The figures do 
not include the products generated for internal valida- 
tion or from which only photographic products were 
generated for distribution. 
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Use the shutter obscuration calibration infor~nation 
in the absolute radiometric calibration processing. 
Generate and use an adequate model for the droop 
correction. 

CHARACTERIZATION OF TM SENSOR: A 
REVIEW OF EPO ANALYSIS 

The Earthnet Programme Office has conducted 
some studies on the radiometric and geometric 
characteristics of the TM sensor. Summaries of 
these studies are given here, and the full descrip- 
tions of these works are listed in the references. 

FAILED DETECTOR REPLACEMENT ON LANDSAT-4 

The TM sensor of Landsat-4 has two failed detec- 
tors, detector 3 of band 5 and detector 4 of band 2. 
Various algorithms have been developed to replace 
radiances of the failed detectors (Bernstein et al., 
1984). we have implelnented an optimal method FIG. 3 ~ .  Subimage used for the radiometric hysteresis 

for operational processing system. This method analysis (path 174, row 38, band 4-31 January l983). 
The image has been contrast enhanced to emphasize used the local the radiances of the forward-reverse scan difference at the separation 

1 the two detectors next to the failed one and the between sea and land. 
I radiances of the corresponding three detectors in a 

second band. The results are satisfying also in the 
case in which the second band is not strongly cor- O 0  258  51P ICS  1024 

. .  
related (Fusco and Trevese, 1984 and 1985). Based . .  
on our experience it is suggested to use band 7 and . : : 
band 3 to correct respectively the failed detectors 2 ..,.7i.$? ;3:,:.., in bands 5 and 2. ! &:*. :.ad?. ;* szgg.- . . .  . . . .  . %* . . - --G> '..w?z. , .&'.i, . t RADIOMETRIC HYSTERESIS .... - ...+ , j - .  

:. -- !T3 - . . 
The name radiometric hysteresis is given to the , . 8 .  - 

-0 5 . '5: P . within-line radiometric memory effect present in 
t. <: 

high contrasted areas even when the image is not . .;: i. . .  . 
I: . . saturated. The phenomenon appears evidently at . . 
: . .  - 

the vicinity of sea and land in the first four bands. 2 . . .. - - . .. 
It has been shown in both Landsat-4 and Landsat- . . 
5. The results summarized here (Fusco and Trevese, 
unpublished paper, 1984) were achieved by pro- 
cessing subimages of the coast of Lebanon, path 174 
row 38 (31 January 1983) Figures 3 and 4 and path -' . .. .. . 
175 row 38 (8 May 1984). The following major con- 
siderations apply: FIG. 30. Forward minus reverse (FRD) scan average for 

the subimage in Fig. 3a at different pixel position. The 
In the representatwe case of band 4 for Landsat-4, absolute FRD max value is reached at about 70 pixels 
across the sedland transition, which takes place in from the sealland transition. 
some 10 pixels, the radiance increased from 10 DN 
on the sea to some 50 DN on the land. In this 
specific case the hysteresis effect lasts for approxi- 
mately 300 pixels, reaching the absolute ~naximu~n 
value of about 0.7 DN at about 70 pixels from the Our conclusion is that this  heno omen on is very 
transition and maintaining an asy~nptotic value of likely related to the bright target saturation and per- 
about 0.2 DN (this difference is explained by the haps to the fonvard-reverse droop effect. Further 
droop effect). analyses are in progress. 
The amplitude of the net effect (maximum value 
minus droop effect) increases linearly with the ra- TM LINE-TO-LINE DISPLACEMENT ANALYSIS USING 
diance jump and is independent from the band cORRELATION -rECHNIOUES 
within the first focal plane. 
No such effects have been detected in bands 5 A methodology to determine and analyze the dis- 
and 7. placement of adjacent TM lines (within the same 



FIG. 4. Absolute value B (difference between the abso- 
lute max FRD value and the asymptotic value in Fig. 3b) 
versus the corresponding radiometric jump D (differ- 
ence between average land DN and sea DN), for 
Landsat-4 and Landsatd and bands 2, 3, 4. The other 
band results are not plotted as they are not represen- 
tative. 

scan or not) has been implemented to perform the 
geometric characterization of the maximum of the 
correlation profile between the two analyzed lines 
(Fusco and Mehl, 1985). This methodology was used 
to characterize the within-scan geometry for both 
Landsat-4 and Landsat-5 in their early acquisitions. 
It has been reported that the main component of 
the across-scan jitter is a consequence of the regular 
variation of the scan length with a period of 7 scans. 
The method was also utilized to assess the band-to- 
band and within-band sensor to sensor across track 
displacement; the results are in agreement with 
NASA (1984). 

MULTITEMPORAL ANALYSIS OF TM DATA 
To evaluate the TM instrument and the perfor- 

mance of the Earthnet processing system over time, 
multitemporal studies of the same geographic area 
become necessary. These experiments include geo- 
metric accuracy analysis by means of ground control 
points (GCPs), frame center displacement, residual 
striping analysis and multitemporal comparison of 
GCP chips. For convenience, we selected the area 
around Rome, Italy, the second quadrant of path 
191, row 31, as study area (Plate 1). Overall, 24 TM 
scenes as listed in Table 1 were analyzed and the 
results are presented. 

curacy analysis. The standard system corrected 
product was used to select GCPs. In total, 67 GCPs 
were identified together with their image coordi- 
nates obtained from the digital image display system 
and UTM map coordinates from 1:25,000 scale 
maps. This data set underwent an affine transfor- 
mation analysis. The results (Figure 5) provide the 
following information: 

The average pixel size computed from the scale 
factor between maps and image in the along-track 
and in the cross-track directions are very close to 
30 m (30.006 m and 30.002 m respectively), 
The RMS error for the 67 GCP is 20.45m, 
The rotation angle toward true North (from image 
to map) is 12.96", which is different from the one 
(12.99") computed by the orbital parameters. 

We can conclude as follows: 

The Earthnet products are generated with a 
nearest neighbor interpolation algorithm, thus part 
of the residual errors should be attributed to this 
interpolation scheme. 
Although no map projection is applied to the 
Earthnet system corrected products, the residual 
errors are still maintained below one pixel. The 
results presented here are in agreement with those 
targeted by the design specifications and other 
Landsat investigators (Welch and Usery, 1984; 
Walker et al., 1984). 
The plot of the error vectors (Figure 5) indicates 
residual errors are larger at the western part of the 
image, with a maximum error around 45 meters. 

IMAGE FRAME CENTER DISPLACEMENT OVER TIME 
A preliminary analysis of the frame center loca- 

tion over time was performed on the set of Rome 
images listed in Table 1. There are three sets of 
frame centers to compare: 

The WRS nominal frame center location is an a 
priori known position. For ~ a t h  191 and row 31 the 
WRS Center is at 4627533 N and at 256475 E in 
UTM coordinates. 
The system computed frame center northing and 
easting position which is obtained during the 
system correction processing by: (1) computing the 
time the satellite passes at the WRS latitude using 
the best available mean orbital elements (predicted 
values), (2) extracting from the SIC PCD data 
stream of the orbital and attitude parameters re- 
quired to compute the subsatellite point at the de- 
fined time, (3) computing the latitude, longitude, 
northing and easting location of the subsatellite 
point which will be then written on the CCT 
product in given records. 
The true frame center in northing and easting 
which is determined by transforming the GCP lo- 
cation on the images to maps. 

As most of the images were partly cloud covered, 
a sim~lified ~rocedure was taken to relocate GCPs 

The TM scene acquired on 11 July 1984 was se- on thk different images. Considering that the ?om- I lected as the reference image for the geometric ac- puted north rotation angle is always within 0.1 , the 
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'UTE 1. The area of Rome (path 191, row 31) selected as reference image for the multitemporal analysis of TM 
ata. This specific image product is especially made at 20 m resolution with cubic convolution interpolation in the 
and combination 5 red, 3 green, and 1 blue (original image in color). 

major problem encountered in the relocation of the 
frame center with respect to the reference image is 
simply to find the offset. Therefore, only a few 
cloud-free ground control points, in some cases only 
one, were used to assess the offsets in respect to 
the reference images. In our analysis the WRS 

frame center location was compared respectively 
with the system computed and with the true frame 
centers. Table 2 summarizes the frame center pa- 
rameters, and Figure 6 plots the easting of the true 
frame center in respect to the WRS values. It should 
be noted that: 

There is a systematic offset in both the northing 
and easting of the system-computed frame center 
in respect to the true frame center. 
When good information is available for processing 
these testedimages, thestandarddeviations ofnorth- 
ing and easting with respect to WRS are within 1.5 
krn and 2 krn, respectively. The results can be in- 
dicators of the spacecraft performance. 

In Figure 6 it must be noted the large excursion 
of the frame center longitude on the period of Au- 
gust to September 1984 which is set out of the spec- 
ified 10 km maximum deviation expected by 
Landsat. 

Landsat-5 scenes identified in Table 1 and pro- 
cessed with preflight radiometric correction were 
analyzed to assess residual striping with the method 
described in a previous section. Three classes of de- 
tectors are distinguished in each spectral band: 

Class 1 consists of detectors for which the mean of 
the detector histogram md is higher than one stan- 
dard deviation s d  of the mean values for the band, 
i.e. for which: md > m + sd 
Class 2 consists of detectors for which: md < m - 
smd 
Class 3 consists of detectors for which md is closest 
to the total histogram mean m. 



TM AT ESA! 'EARTHNET 

- - 

R.V.No Acq Date Fir,.. Cyc.  A,. El CC Soetu. Remarks  

1 5 DEC 82 4 9 155 22 70 7 no PCD 

2 22 JAN 83 4 12 149 22 0 b no PC0 

3 7 FW 83 4 I 3  147 26 80 7 

b APR 84 

24 M Y  84 

9 JVN 84 

25 JVN 84 

I 1  4A 84 

27 JUL 84 

12 *vo 84 

2 B M 8 4  

13 SEP 84 

r) SEP 84 

15 OCT 84 

31 DCT 84 

2 DEC 84 

1B DEC 84 

19 JAN 85 

4 rn 85 

2a FEB B5 

8 n*R 83 

24 IUR B5 

9 APR B5 

25 APR 85 

L.p.nd: R.?. No. : 

ACI. Date : 

Mi... : 

cyc. : 

A*. 

El. 

cc 

sort,.. : 
I 

40 B 

M 9 

40 b 

2a 6 

0 b 

10 B 

30 7 

50 7 

0 7 

80 7 no PC0 

0 7 

10 7 no PCD 

80 7 

30 7 

M 7  

70 9 

10 9 

90 9 ne PCD 

70 9 

9 0 9  

70 9 

R.f.r.ncm numb.? a. us.( in the paper and ?ipur.s 

1<qYi.ition d.t. 

Landsat ri.slen nu9b.r 

CWLI. in th. 9I.mion 

Sun azimuth at Pram. r.nt.r 

9"" .I.".tio" .t vr... c.nt*.. 

Cloud COI.~ in the quadrant in X 

Proc...ing .ortu.r. rrl..,. nunb.r 

The three classes are indicated in Figure 7 re- 
spectively by the sy~nbols +, - , and *. 

From Figure 7 we notice that for a few detectors 
in each band the preflight calibration may not be 
appropriate as a large residual striping is constantly 
present in the corrected image. The following is a 
list of detectors which could be assigned as class 1 
or 2 for more than 70 percent of cases: 

band 1: detectors 2 and 1 overcorrected and 8 un- 
dercorrected 

band 2: detectors 6 and 8 overcorrected 
band 3: detector 2 overcorrected 
band 4: detector 1 ovelrorrected 
band 5: detectors 5 and 8 overcorrected and de- 

tectors 4, 7, and 11 undercorrected 
band 7: detectors 4 and 5 overcorrected and de- 

tectors 10 and 12 undercorrected 

Although the results described here have been de- 
rived only from the frame 19113112, our operational 
quality control activities provide consistent results, 
cumulated from daily work. This analysis suggests 
that some parameters of the calibration corrections 

RG. 5. Residual error plot in image space for reference 
image (1 1 July 1984). The number associated with each 
vector identifies the corresponding GCP. The error vec- 
tors and the GCP location are not mapped on the same 
scale. 

could be modified to reduce these systematic de- 
viations. Alternatively, the relative radiometric cor- 
rections must be applied in all cases if the preflight 
calibration corrections remain unchanged. 

ANALYSIS OF GCP CHIPS OVER TIME 

To register images acquired at different times suc- 
cessfully one needs an adequate set of GCPs. How- 
ever, the enhanced specifications and performances 
of the Thematic Mapper (narrow spectral bands, 
high spatial resolution, high radiometric sensitivity) 
represent some disadvantages for image registration 
since objects viewed at different times of the year 
show drastic changes in the radiometric responses. 
In general, the selection of the features to be used 
as GCP chips depends on such factors as the scale 
of reference maps, the pixel size of the image to be 
analyzed, the spectral response of the features, the 
season during which the image was taken, the size 
of the GCP chip, etc. The objective of the present 
analysis is to develop a method for identifying (1) 
the most suitable features and (2) the best spectral 
band or band combination to optimize the selection 
of GCPs for lnultitelnporal analysis of Thematic 
Mapper data. In other words, we attempt to define 
a function which is able, given a TM image, to select 
the optimal subset of GCP and spectral band(s) to 
be used for the analysis of that specific image. The 
results given here are very preliminary. Among the 
67 GCPs used for the geometric quality assessment 
of the Rome scene, three have been selected to il- 
lustrate the temporal behavior of three typical GCP 
features in different spectral bands: the first one la- 
beled LAKE represents a portion of a lake; the 
second, FOREST, represents the edge of a forest; 
the third, BRIDGE, represents a highway over a 
river. 
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TABLE 2. SUMMARY OF FRAME CENTER PARAMETERS AS 
COMPUTED BY THE SYSTEM CORRECTION PROCESSING AND BY 

GCP RELOCATION OF THE FRAME CENTER 

Re*. Cu. E s t 1 n p N m t h  O r b i t  B/C 

No. Cmlr. TPY. h . 1 .  Inr l .  A l t l d .  

Although typical GCP chip size is smaller, this 
analysis used a 63 x 63 pixel area, i.e., an area on 
ground of about 2 x 2 km. Among the 24 images 
indicated in Table 1, the three acquired on 22 Jan- 
uary 1984, 11 July 1984, and 15 October 1984, re- 
spectively, were selected for this analysis. Plate 2 
represents the chip BRIDGE for the three images 
(left to right) on the spectral bands 3, 4, and 5 (top 
to bottom). Two different functions have been con- 
sidered: the first function used the OIF, Optimal 
Tndex Factor defined by Chavez st al. (1982) as 

3 3 

OIF = C SDi/ 2 lCCjl 
i = l  j= I 

where SD, are the standard deviations of three se- 
lected bands and CC, are the correlation coefficients 
between the three possible pairs. In other words, 
the OIF says that the best band combination is made 
by those bands given the maximum sum of standard 
deviations and the minimum sum of correlation 
coefficients. As an example, we have selected the 
top four band combinations suggested by Colvoco- 
resses (1984). We computed the OIF for each chip 
in each of these four combinations. For each band 
combination the best chip is the one which has the 
maximum sum of OlFs computed from images ac- 
quired at different time. 

In a similar way, the best band combination is the 
one which maximises the sum of OIFs for the same 
chip computed from multitemporal images. Table 3a 
shows that the best chips are those of type LAKE 
or BRIDGE and the best band combinations are 1, 
4, 5 and 3, 4, 5. 

The second function is aimed to select the best 
single band for multitemporal GCP analysis. We 
have defined Band Optimal Index Factor, 

Pi h-1 

OIFB = =C SD;. (CC;I 
1=1  j =  1 

where SD? are the standard deviations of the images 
in band B viewed at N different times, and CC? are 
the chip correlation coefficients between the one 
chosen as a reference image and those taken at dif- 
ferent times. In other words for a given chip the 
best band will be the one which has the largest stan- 
dard deviations and correlation coefficients over 
time. As shown in Table 3b, reducing the choices 
to bands 3, 4, and 5, we conclude that the best 
bands are 5 and 4. In addition, the chips of FOREST 
type are the least successful chips for multite~nporal 
analysis. 

A further analysis has been performed on the 67 
chips extracted from the Rome scene, using 20 dif- 
ferent band combinations. Overall, for multitem- 
poral chip analysis the best two band combinations 
are the 1, 4, 5 and the 3, 4, 5, and the best single 
band is band 4. 

COMPARISON OF TM PRODUCTS FROM NASAlNOAA 
AND ESA-EARTHNET 

The main objectives of the comparison of TM 
products generated by both ESA-Earthnet and 
NASMNOAA operational processing systems have 
been (1) to identlfy the level of quality performance 
in the different operational correction systems and 
(2) to assess the compatibility of data exchange at 
different levels and in different formats. As the 
NASMNOAA and ESA-Earthnet used different geo- 
metric correction schemes, the basic differences in 
image quality between these two agencies might lie 
in the geometric quality of their images. The major 
parameters for image production which may affect 
i~nage geometry are listed below: 



FIG. 6. True frame center easting in respect to reference WRS value at different Landsat cycle number. Note the 
large offset during cycle 11-13 (August-September 1984). 

Parameter 
IFOV (after processing) 
Resampling 
Map projection 
Scene correction data 

NASAINOAA 
28.5 m 
Cubic convolution 
SOM (preferred) 
32 kbls 

Full orbit 

No attempt is made here to describe in detail the 
hardware and software co~nponents of each system 
as they are described elsewhere (Fusco, 1984; Irons, 
1985; Beyer, 1985). This report only describes two 
case studies: one is relative to the comparison of the 
first acquired Landsat-4 Detroit scene and the other 
of France. 

In the first case study, the Detroit scene (path 16 
and row 31) was acquired by Landsat-4 on 20 July 
1982. Its NASA copy was processed with the ADDS/ 
Scrounge system. The acquired raw data HDDT 
were transferred to the Kiruna station of Earthnet. 
There, data were transcribed on the standard Earth- 
net HDDT format and then processed by the Earth- 
net TM processing system. In this Case study, 22 

ESA-Earthnet 
30 m 
Nearest neighbor 

- 
Embedded PCD 

Only scene data 

GCPs were deterinined using NASA LAS system on 
both NASA and ESA products. The image coordi- 
nates in scar1 line and pixel number and map coor- 
dinates in northing and easting of UTM projection 
measured from USGS 1:24,000 scale topographic 
maps were sul~jected to affine transformation anal- 
ysis. The detail of this case study had been reported 
in Clark and Fusco (1984). The below su~nlnarized 
results represent the quality of fit between the 
image coordinates (lines and pixels) of NASA and 
ESA products and the corresponding UTM coordi- 
nates, i.e., NASNUSGS map and ESNUSGS map, 
respectively; and between the ESA product and the 
corresponding NASA image coordinates i.e., ESA/ 
NASA. 
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B a n d  1 B e n d  2 

I I m a g e  R e f e r e n c e  Number I I m a g e  R e f e r e n c e  Number 

D e t .  I 1 1 1 1 1 1 1 1 1 1 2 2 2 2 2  D e t .  : 1 1 l l l l l l l 1 2 2 2 2 2  
No.  : 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4  NO. : 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4  
-----+----------------------- -----+----------------------- 

1 I + +++ ++*+++++*+ ++ 1 : * *  - -+ - -* 
2 : +++++++++ + ++++ +++ 2 : +++ ++ - + ++ ++++ 
3 1 + -* * 3 : ** + * *-- -- 
4 : - -** 4 : ++ ++*- + + + ++ 
3 I - - * 5 1 --- -* -* *-• 
6 : --- - *- - + 6 : ++++++ ++ + +++++++++ 
7 I --- -- - ----- -- 7 ; - - - - - - - - - - -  - * 
8 : --- ----- -----+- --- 8 : +++++++++ +C + ++++ 
9 : **+ -* + 9 : - + - 

1 0  : * - * ---- 1 0  : * * *-** * -* * 
11 : * * * 11 : * c *  - + +  * 
1 2  ! * *  - -* * -* * 1 2  : ** * *  * 
1 3  : ** *+* +*- 1 3  ---- -- ** - c - -- 
1 4  1 + + *  1 4  : -- * 
1 3  : +* ++++++ + + + 1 5  : ++ - + 
1 6  : ++++++++ +* ++ + 1 6  : * ++*+  - * -  St 

B a n d  3 B a n d  4 

: I m a g e  R e f e r e n c e  Number : I m a g e  R e f e r e n c e  Number 

D e t .  : 1 1 1 1 1 1 1 1 1 1 2 2 2 2 2  D e t .  : 1 1 1 1 1 1 1 1 1 1 2 2 2 2 2  
No. : 4 5 6 7 8 9 0 1 1 3 4 5 6 7 8 9 0 1 2 3 4  No. 1 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1  234 
-----+----------------------- -----+----------------------- 

1 : ++++++ +--+* ++ 1 : +++++++++ +++-+ +++ 
2 : +++++++++ ++++++ ++++ 2 : ++++ + -* + 
3 :  * *  * 3 : ++* + *  * -  + 
4 : - *  - 4 : * * +- +* 
5 : + * *  *+* + + 5 ; - * *  - - - *  ----  

; * *-- - -- *-• 6 : * + * -  * + + 
7 + + +  + -  7 : +  +++++ + 
8 : -*-• + * - - * * - -  8 : s  ++ + ++ i 
9 : * *- 9 ; ------- - - 

1 0  : - - - * - - * * * - -  - 1 0  : ** - - - * 
1 1  : * -** - *- 1 1  : * - * t* 

1 2 :  - *  ** 1 2  : - * *  - - *  
1 3  ! - -+ -- 1 3  I * -- *-- - (c-- -- 
1 4  1 - - + -- 1 4  : - - +  - 
1 5  : ---- 1 5 :  * -  * +  - 
1 6  : * ++ + + ++ + 1 6  : - * --*-*-*- - *- - 

B a n d  5 B a n d  7 

! I m a g e  R e f e r e n c e  Number : I m a g e  R e f e r e n c e  Number 

D e t .  1 1 1 1 1 1 1 1 1 1 1 2 2 2 2 2  D e t .  : 1 1 1 1 1 1 1 1 1 1 2 2 2 2 2  
No. 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4  No.  : 4 5 6 7 8 9 0 1  2 3 4 5 6 7 8 9 0 1  234 
-----+----------------------- -----+----------------------- 

1 : -** **- ** * 1 : ** *-++-+*- *+ 
2 :  * * 2 : 9 * Y *  
3 : + * * *  * * *  3 : +++++ + + + + +*+ + 
4 ; - ------------------- 4 1 *++++++++++ +++++++++ 
5 : +++++++++++ +++++++++ 5 1 +++++++ + + +++++ +++ 
6 I ----- --- ----- 6 : -+*--*---* - ** *- 
7 ; -------- --- ------ 7 1  - Q - - ---* 
8 : ..................... 8 - * * -  - - -  
9 * * * * *  9 : + ** 

1 0  : * * ** * 1 0  ; - ----- --- - -- ---- 
I f  ; -- -------- - ------- 1 1  : + + a+ * + +  
1 2  ; - ---+ --- - -- - 1 2  : ----------- --------- 
1 3  I + + +  * 1 3  : ----- 9 - - - - - - - 
1 4  : + + 1 4 : t -  - +t** * 
1 5  : + 1 5  : 9 + *  + *+ +i+ 
1 6  I o * * * *  * 9 *  * a *  1 6  : + * 

FIG. 7. Score of quality of preflight correction parameters. 



TM AT ESAIEARTHNET 

I PLATE 2. The chip "BRIDGE" in three different bands from three different images. A fixec 
for the images taken at different times. 

RMSE x (cross track) 
RMSE y (along track) 
RMSE x,y (vector) 
Pixel Size in the Cross- 

Track Direction Computed 
by the Scale Factor of 
Mine Transformation 

Pixel Size in the Along- 
Track Direction Computed 
by the Scale Factor of 
m ine  Transformation 

Rotation Angle 

NASMUSGS Map 
18.34 m 
22.81 m 
29.27 m 

ESMUSGS Map 
22.24 m 
25.89 m 
34.13 m 

jiance scale is used 

ESMNASA 
27.30 111 

18.11 m 
32.70 111 
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TABLE 3A. SCORES FOR CHIP PERFORMANCE OVER TIME IN 3 
BAND COMBINATION BASED ON OIF (CHAVEZ ET AL., 1982) 

I Band Combination 
I 

Chip I R.C. No. I 1 4 5 2 4 3 3 4 5 1 4 7 
I I 

I I 
I Total 1 57.420 50. 837 56.610 46.919 
I 

E=I-I--=-I-I=-=I==S==~---~=====*=~======~=============-~ 

I 
I 

Bridg. I 2 I 17.767 13.525 14.255 16.854 
I 
1 7 1 47.833 48. 132 49.204 38.637 
I I 
I 13 I 50.038 27. BE2 30.330 25. 533 
I I 
I ----------+------------------------------------ 
I I 
I Total I 95.638 89. 539 93.789 81.024 
I 

==3--1==---111--m_-=1m-=--~.-=~--.---=--.--==-=s---=-=-- 

I 
I 

Lahe I 2 1 16.066 11.354 11.308 12. 901 
I 
1 7 I 47.967 33.415 36. 483 35. 736 
I I 
I 13 1 35. 402 19. 120 19.838 24.540 
I I 
I --------+------------------------------------- 
I I 
I Tot81 I 100. 235 63.889 67.629 73.177 
I 

The overall results indicate that the products of 
NASA and ESA TM processing systems have good 
geometric quality. For example, the rotation angle 
between ESA's and NASA's products is 0.33'.Still, 
NASA's product is slightly better than ESA's. This 
may be attributed to the 28.5 pixel size and the 
cubic convolution resampling technique of NASA's 
processing system. However, the tendency of 
RMSE in the along-track direction to be larger than 
in the cross-track direction exists in both products. 
The second scene we selected for the case study is 
located at  path 197, row 29, corresponding 
to the southern part of France. The image data were 
acquired by Earthnet Fucino station from Landsat- 
5 on 5 July 1984 and were processed by the Earth- 
net TM processing system. The same data were 
also acquired by NASA via TDRS and processed by 
NOAA using TIPS. 

Because the large-scale topographic maps of 
southern France were not available to us, we could 
only perform an image to image comparison be- 
tween NASA and ESA products. Thus, in the 
second case study, 85 tie points which could be 
identified in both ESA system-corrected full scene 
and in the four NOAA system-corrected quadrants 
processed by TIPS were selected and their coordi- 
nates in scan line and pixel number were obtained 
from the digital image display system. Again, we 
employed an affine transformation to assess the geo- 

TABLE 3 ~ .  SCORES FOR CHIP PERFORMANCE OVER TIME 
FOR SINGLE BANDS 

Chip I Band 3 Band 4 Band 5 
I 

Lab. ! 8 ~ '  1 17.259 74.625 69.854 

f CCB f 1.958 2. 527 2. (158 

I --------+---------------------------- 

metric quality of ESA products with respect to NA- 
SA's. First, the affine transformation was applied to 
analyze tie points located in each individual quad- 
rant of NASA's product and in the corresponding 
part of ESA's full scene, separately, and then to the 
entire set of tie points of NASA's quadrants and 
ESA's full scene. 

The results of these &ne transformation analyses 
indicate an interesting situation which we have not 
encountered in our previous work. First, quadrants 
2 and 4 have overall RMSE values greater than 
those in quadrants 1 and 3 in the along-track and 
cross-track directions and in error vectors (Table 4). 
No matter whether these overall values are com- 
puted from a single quadrant or are extracted from 
the full scene analysis, this difference exists. If we 
plotted these errors in an ordinary coordinate 
system with respect to zero mean (Figure 8a) then 
these plots show that a great number of tie points 
in quadrant 1 have positive residuals in the along- 
track direction and many tie points of quadrant 2 
have negative residuals in the same direction. How- 
ever, this situation is reversed in quadrants 3 and 
4, inore negative residuals in the along-track direc- 
tion in quadrant 3 and more positive residuals in 
quadrant 4. The entire situation can be better pre- 
sented by the error vector plot (Figure 8b). We can 
see that error vectors increase their values toward 
four corners and show a systematic pattern. 

Since we are confident about the geometric 
quality of our products, with respect to the UTM 
projection, we would relate this systematic error sit- 
uation to the SOM projection that NASA used to 
produce TM data (Walker, 1984). Maybe a second 



TABLE 4. GEOMETRIC QUALITY OF ESA-EARTHNET PRODUCT WITH RESPECT TO NOAA/TIPS PRODUCT FOR SCENE 197129 
OF 5 JULY 1984 

RMSE (Along Track) 

RHSE (Vector) 

: Full Scene Quad. 1 Ouad. 2 Ouad. 3 Quad. 4 . 
I 
I 

No. af Tie Points I 85 19 2 3  2 1 22 
I 

I 
RMSE (Cross Track) 1 14. 1 2  m 10.48 m 12. 5 8  m 11.34 m 13.65 m 

I 
I (13.82m) (14.63m) (14.61 m) (14.34 m) 
I 
I 22.48m 14.50m 15.64m 11.80m 1 3 . 2 2 n  
I 
I (24.62 m) (22.70 ml (21. 18 m) (23.11 m) 

I 
I 25.22 m 17.00 m 19.06 m 15. 51 m 18.08 m 
I 

I (26.85 m) (25.62 m) (24. 5 0  m) (25.84 mi) 

I 
I 

Pixel Size in the Cross I 
I 

Track Direction Computed I 
I 

by the Scale Factor of t 29.984 m 29.975 m 29.992 m 29.976 m 29.988 m 
1 

Affine Transformation I 

I 
I 

Pixel Size in the Along : 
I 

Track Direction Computed I 
I 

b y  t h e S c a l e F a c t o r o f  I 30.006m 29.994m 30.012m 29.996111 30.016m 
I 

AfCine Transformation I 
: 
I 

Rotation Angle : C 0.05 < 0.03 

NOTE: I. All values in meters in this table are converted from pixel values by 

multiplying 25.5 ,  assume NASA's product is accurate. 

2. Values in parentheses indicate residuals of each quadrant in the Cull 

scene analysis. 

or higher degree polynolnial which can compensate 
larger errors in the corners of the scene would irn- 
prove the closeness of fit between the image coor- 
dinates of the SOM projection and the unprojected 
products. 

With regard to our second objective of this sec- 
tion, we found data exchange in the HDDT level 
was quite difficult because different types of tape 
recorders are used in NOAA and in Earthnet re- 
ceiving stations. For all cases we had tested on the 
exchange of data in the HDDT level, the Detroit 
scene was the only case that data could be tran- 

scribed onto the standard Earthnet HDDT format. 
For all other cases the synchronization in reading 
the transcribed tape became incompatible (Clark 
and Fusco, 1984). 

TM represents the best available spacecraft in- 
strument for remote sensing application given the 
announced specification and the very stable perfor- 
mances as we can also derive from different images, 
processed in different ways by different agencies. 
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FIG. EA. Distribution of error vectors for each quadrant in ESA-Earthnet versus NOAAITIPS comparison (track 197, 
row 29-5 July 1984). Note: the plot reports the errors in pixel and line directions (line increases from top to 
bottom). 
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FIG. 88. Error vector plots for the full scene product comparison of the ESA-Earthnet versus NOANTIPS (scene 
197129-5 July 1984) 

According to analysis presented in this paper, we  
can conclude: 

The TM images were found of very good geometric 
quality as indicated I)y the snlall RYS errors fro111 
the 67 GCPs of Rome scene (20.45 111). The good 
geometric quality was also shown when registering 
ESA's products to NASA's at the same geographic 
area. 
The residual striping analysis showed a few detec- 
tors in every reflective band have preflight cali- 
bration bias, which need to be modified to com- 
pensate for these deviations. 
The within-scan variability of the type radiometric 
hysteresis is detectable in sea/land separation and 
it seems related to both bright target sat~~ration and 
droop effect. 
During the first year of Landsat-5 life the spacecraft 
has been kept always in the specified orbit param- 
eters except for the period August-September 
1984. 

Overall t h e  Earthnet  Prograinine O f i c e  has gained 
some experience by participating in t h e  LIDQA 
Program, and these experiences will be used for 
improving product generation procedures. 
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