
Effect of Spatial Filtering on 
Scene Noise and Boundary Detail 
in Thematic Mapper Imagery 

Janis L. Cushnie and Paula Atkinson 
Department of Geography, Reading University, Whiteknights, Reading, Berks. 
RG6 2AB. U.K. 

ABSTRACT: Within-class variation, or scene noise, produces frequent errors in the per-point 
classification of Thematic Mapper data. To reduce these errors, the imagery is smoothed 
prior to classification by using various spatial filters. The effect of these filters on the reduction 
of internal variation within the land cover categories and the preservation of the boundaries 
between the categories is compared. The variance in each land cover class indicates that the 
mean filters reduce scene noise to a greater extent than the median filters but analysis of 
the boundaries under the operation of the mean filters shows them to be more blurred. 

The effect on classification is to reduce the spectral class overlap between the more het- 
erogeneous classes while increasing the percentage of unclassified and misclassified pixels 
near the boundaries. In addition to smoothing scene noise, the median filters preserve 
boundary detail better. As a result classification accuracies are improved, and there is less 
misclassification or rejection of boundary pixels. 

INTRODUCTION 

T HE IMPROVED SPATIAL RESOLUTION of Thematic 
Mapper (TM) of Landsat-4 and Landsat-5, from 

an Instantaneous Field of View of 79 m to 30 m, has 
resulted in visually more interpretable images. 
However, computer interpretations using the stan- 
dard per-point classifiers have in some cases been 
less than satisfactory, e.g., Markham and Town- 
shend (1981). Two counteracting effects of increas- 
ingly fine spatial resolution on per-point classifica- 
tion have been identified: 

(1) The internal variation (or scene noise) within 
cover classes is increased (Wiersma and Land- 
grebe, 1978). For example, scenes of residential 
areas typically comprise trees, roads, rooftops, 
and lawns which because of the improved spatial 
resolution may be incorrectly assigned to their 
individual component cover types and not to the 
overall category to which they have been desig- 
nated. As a result, there will be isolated pixels and 
groups of pixels whose classification is different 
from their neighbors. 

(2) The proportion of mixed or boundary ~ ixe l s  is re- 
duced (Townshend, 1980) leading to a corre- 
sponding reduction in the number of misclassif3ed 
or rejected pixels. 

The above effects are dependent not only on the 
spatial resolution of the image but also on the land 
cover type being classified (Woodcock and Strahler, 
1981). Land cover types with a high internal vari- 
ability will result in additional spectral class overlap 
or confusion in comparison to classes with low in- 

ternal variability. This study is therefore concerned 
with reducing the scene noise effects within land 
cover categories where this is necessary, without 
significantly increasing the proportion of boundary 
pixels between the categories. 

Methods of reducing scene noise previously em- 
ployed include that of applying an n x n pixel sized 
averaging or mean filter to the original imagery 
prior to per-point classification (Maxwell, 1976; 
Townshend and Justice, 1981; Dutra and Masca- 
henras, 1984; Toll, 1984). Under this operation, 
scene detail is smoothed and the gray level range is 
reduced, but there is an increase in pixels with re- 
sponses from more than one cover category as the 
boundaries in the image are blurred (Rosenfeld and 
Kak, 1982). Silberberg et al. (1981) suggest that the 
image be segmented into regions followed by 
smoothing within regions. However, the resulting 
algorithm is computationally complex. An alterna- 
tive method of preclassification filtering is to 
smooth the imagery using an n x n pixel-sized me- 
dian filter (Atkinson et al., 1985). This type of filter 
has the  advantage of minimizing the loss of 
boundary detail while still removing scene noise ef- 
fects (Pratt, 1978). 

TM imagery of Reading, U. K., was degraded by 
using mean and median filters of various sizes and 
shapes. The operation of each type of filter is out- 
lined, and their effect on the preservation of bound- 
aries and the reduction of scene noise is examined. 
The ability of the original TM bands to discriminate 
between the land cover classes is evaluated by using 
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transformed divergence analysis. The feature com- 
binations selected in this analysis are classified by 
the maximum likelihood decision rule using both 
filtered and unfiltered data sets. An assessment is 
then made of the overall accuracy and class accuracy 
results. 

STUDY AREA 

A 512 x 512 image centered on Reading, U.K. 
(Plate I), was selected for its variety of land cover 
types, the availability of TM data, and the accessi- 
bility of ground data to test the results. The TM 
imagery was acquired on 4 February 1983 from 
ESRIN, Frascati, and corresponds approximately to 
the B tapes supplied by the National Aeronautics 
and Space Administration (NASA) in which no geo- 
metric corrections have been applied (Barker et al., 
1983). A February scene is not ideal because there 
is little green vegetation present, and this results in 
reduced contrast between some classes. However, 
this scene was the only TM imagery available at this 
stage of the analysis. 

Five classes were selected to represent the major 
cover types in the area (Table 1) and to correspond 
to a Level I classification (Anderson et al., 1976). A 
number of investigations (Campbell, 1981; Craig, 
1979; Labovitz and Masuoka, 1984) have shown that 
Multispectral Scanner data and Thematic Mapper 
simulation data are highly correlated and suggest 
that noncontiguous pixels be used to train and test 
the maximum likelihood classification of Landsat 
data. Rather than using one large training area per 
class, several small training sites, each 5 x 5 pixels 
square, were randomly located within each cover 
type to reduce the extent of autocorrelation be- 
tween pixels (Tubbs, 1979) and to ensure that the 
variations throughout the scene were represented. 

Swain and Davis (1978) suggest a minimum of 10k 
to lOOk pixels be selected for training a class where 
k is the number of spectral bands used in the clas- 
sification. The thermal infrared band was not used 
because of its much coarser resolution: conse- 
quently as a maximum of 6 TM bands were used in 
this analysis, at least 60 pixels per class are required. 
This is achieved for all the classes except the com- 
mercial and industrial area which occupied too small 
an area to locate randomly sufficient pixels to train 
the 6 band classifications. The other classifications 
involved a maximum of 5 bands so the requirement 
of at least 50 pixels per class is met in all other cases. 

SPATIAL FILTERS 
Spatial filtering is a context-dependent operation 

in which the digital value of a pixel is altered ac- 
cording to its relationship with the digital values of 
the other pixels in the neighborhood or window. 
Two types of filtering operation are considered in 
this study. 

The averaging or mean filter is a linear operation 

in which the central pixel value is replaced by the 
average digital value of all the pixels within a sur- 
rounding window of n x n size. Under this opera- 
tion the range of digital values is reduced, and scene 
noise effects are smoothed, but the boundaries be- 
tween land cover classes are blurred (Schowen- 
gerdt, 1983). The extent of these effects is depen- 
dent on the size of the window used in the filtering 
operation (Rosenfeld and Kak, 1982). A 5 x 5 pixel 
sized filter will reduce a greater amount of variance 
and thus smooth out more scene noise and class 
boundaries whereas a 3 x 3 pixel sized filter will 
result in less blurring of the boundaries but pro- 
duce less smoothing of scene noise. In these two 
examples, each of the pixels is given an equal weight 
of 1 when calculating the average value. By as- 
signing alternative weights to particular pixels 
within a window, the degree of blumng can be con- 
trolled (Rosenfeld and Kak, 1982). 

The median filter is a nonlinear operation in 
which the pixel values within a given window are 
ranked in ascending order. The central pixel value 
is then replaced by the median value of all the pixels 
in the neighborhood. It has been shown that abrupt 
and gradual changes in discrete signal output are 
preserved following the use of a one-dimensional 
median filter of 5 pixel length while isolated noise 
is eliminated and oscillations are suppressed (Pratt, 
1978; Tukey, 1977; Rosenfeld and Kak, 1982). The 
median filtering technique can be extended to two 
dimensions by using a filter window of n x n pixel 
size. Pratt (1978) has demonstrated that using a 3 
x 3 pixel-sized filter, thin vertical, horizontal, and 
diagonal lines are destroyed along with isolated 
noise and the corners of square features. An even 
greater amount of variance and therefore scene 
noise is reduced using the larger 5 x 5 median filter 
(Narendra, 1981). 

A cross-shaped median filter 5 pixels long and 
wide, in which the value at the center of the cross 
is replaced by the fifth largest value, may reduce 
the adverse effects outlined, but the extent of noise 
suppression is also reduced (Rosenfeld and Kak, 
1982; Schowengerdt, 1983). Alternatively, a sepa- 
rable median filter can be used (Narendra, 1981), 
in which the imagery is filtered using a one-dimen- 
sional filter 5 pixels long along the rows, followed 
by one-dimensional filtering of 5 pixels length along 
the columns. The output is not identical to the 5 x 
5 square filter because the median of each of the 5 
pixels is first found alone: the rows. The median of 
ihese row medians then-becomes the final output 
value. Under this filtering operation the comers of 
square features with edges parallel to the edges of 
the image are preserved. The comers of square fea- 
tures orientated at 45 degrees to the image edge 
will be removed. This is an improvement over the 
5 x 5 square median filter which removed all cor- 
ners. 

To illustrate some of the effects of the mean and 
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PLATE 1. The Study Area, Thematic Mapper Band 4, Reading, U.K., (512 x 512 scene). 

median filters on edges, three dummy images were 
derived showing a diagonal boundary, a horizontal 
boundary, and a vertical boundary. Figure 1 illus- 
trates the diagonal boundary. A 5 x 5 square me- 
dian filter and a 5 x 5 square mean filter were each 
passed over the images. The abrupt gray level 
change is preserved by the median filter in all three 
directions. The mean filter, however, has com- 
pletely blurred the edges. In both cases information 
of two pixels width is lost around the border of the 
image. The role of the filtered bands was then as- 
sessed using a real data set. Each of the six original 
Thematic Mapper bands of the Reading scene were 
smoothed using five separate filter operators. The 

filters selected for analysis were the 5 x 5 square 
mean filter; the 3 x 3 square mean filter; the 5 x 
5 square median filter; the 3 x 3 square median 
filter; and the separable median filter comprising a 
one-dimensional filter of 5-pixel length, applied first 
to the rows and then to the columns. 

EFFECT OF THE MEAN AND MEDIAN FILTERS 
ON THE BOUNDARIES 

The digital values in band 4 of the original and 
filtered TM images were extracted along the cross- 
sections located on Plate 1, and the resulting histo- 
grams are shown in Figure 2. The water-filled gravel 
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TABLE 1. THE NUMBER OF PIXELS USED TO TRAIN AND TEST 
THE CLASSIFICATION OF THE LAND COVER CATEGORIES IN 

THE AREA 

Number of pixels 

Land cover class training testing 

Suburban: low density residential 125 270 
Com~nercial/Industrial 50 45 
Water: lakes and rivers 125 9 
Woodland: deciduous and coniferous 125 90 
Agriculture: cropland and pasture 250 288 

Total 

5 x 5 Mean F i l t er  
pits and the River Thames were chosen because the 
variety of boundary types and orientations present The central value In the 
are clearly defined in cross-section due to the very window Is replaced by the 
different spectral response of the water in compar- 
ison to the surrounding land cover. Plates 2a and 2b average Of 

illustrate the visual effects of filtering the imagery ln  the specifled nelghbour- 

using the 5 x 5 mean and the 5 x 5 median filter hood. 

respectively. Several conclusions can be drawn from 
the results in cross-section (Figure 2): 

both gradual and abrupt boundaries in the diag- 
onal, horizontal, and vertical directions are better 
preserved in the median filtered images in com- 
parison to the mean filtered data in which all the 
edges are blurred. 
The 3 x 3 median filter preserves both gradual and 
abrupt boundaries in all three directions to a 
greater extent than the 5 x 5 median filter. The 3 
x 3 mean filter only retains the diagonal bound- 
aries better than the 5 x 5 mean filter. 
The separable median filter preserves only the di- 
agonal boundaries. The horizontal and vertical 
boundaries are smoothed out. The gradual change 
in cross-section B (Plate 1 and Figure 2) is also 
preserved, but this is also orientated at a diagonal. 

THE EFFECT OF THE MEAN AND MEDIAN 
FILTERS ON THE REDUCTION 

OF SCENE NOISE 

The covariance matrices of the digital values in 
the training areas of each of the classes were used 
to evaluate the extent to which each of the filters 
reduced within-class variance. Three examples are 
given in Table 2 in order to illustrate the varying 
degrees and scales of internal heterogeneity in the 
land cover types of the area. 

In order to reduce some of the subjectivity of the 
supervised classification procedure, the training 
areas had been randomly located within the classes. 
Consequently, some of the training areas were lo- 
cated near boundaries and this affected the variance 
results following the filtering operation. This was 
particularly evident in the water class which com- 
prised gravel pits (Plate 1). In this example mean 
filtering of bands 4 and 5 using a 5 x 5 kernel ac- 
tually increased variance, since the boundaries were 
blurred and the training areas located near to the 
boundaries were affected. The 5 x 5 median filter 

5 x 5 Median F i l t er  

The values in  the window 

are ranked i n  ascending 

order and the central 

pixel  i s  replaced by the 

middle value. 
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FIG. 1. Diagonal Boundary in Simulated Data. Similar 
images were also derived to simulate a horizontal and 
a vertical boundary. 

and the 3 x 3 sized filters did not produce these 
adverse effects. The other bands were not affected 
in this wav because thev do not show the effect of 
the water-kduced variations to such a great extent. 

The within-class variance of the residential area 
was smoothed out to a greater extent following mean 
filtering in comparison with median filtering. The 5 
x 5 sized filters were also more effective than either 
the 3 x 3 sized filters or the separable filter in 
reducing variance. 

The variance of the agricultural class is on a dif- 
ferent spatial scale from that in the residential area. 
Training areas were located within large internally 
homogeneous fields which co~nprised several com- 
ponent cover types such as pasture, winter wheat, 
and bare soil. The variance therefore appears to 
arise from differences between fields rather than dif- 
ferences within fields. 

In all cases, however, the variation has been re- 
duced by spatial filtering. The mean filters norlnally 
perform better than the median filters in reducing 
variance, as do the 5 x 5 filters when compared to 
the 3 x 3 filters or the separable filter. Similar re- 
sults were found for the-commercial and woodland 
classes. The results for all the classes also indicated 
the low variability within the February scene. 
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FIG. 2. Digital Values in Band 4 of the Original TM Data and the Filtered Data Sets across the Sections Illustrated 
in Figure 1. 
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PLATE 2a. 5 x 5 Mean Filtered Band 4 (subscene) 

MAXIMUM LIKELIHOOD CLASSIFICATION 

Combinations of the 2. 3. 4. 5. and 6 bands best . , , ,  
able to separate the land cover classes were selected 
using transformed divergence analysis of the orig- 
inal Thematic Mapper data set. The objective of 
such a feature selection procedure was to minimise 
the overall probability of misclassification. Painvise 
divergence is a measure of the distance between the 
probability density distributions of two classes 
(Swain and Davis, 1978; Singh, 1984). The best fea- 
ture set to discriminate between the classes is found 

PLATE 2b. 5 x 5 Median Filtered Band 4 (subscene) 

by maximizing this distance. Where the number of 
classes is greater than two, the average painvise di- 
vergence is used to evaluate all possible feature 
combinations. Transformed pairwise divergence al- 
lows for the saturation of the probability of correct 
classification at 100 percent and has been found to 
be a superior distance measure when compared 
with divergence when the average painvise distance 
measure is used as a criterion for feature selection 
(Swain et al., 1971; Kailath, 1967). The results for 
the transformed divergence analysis of the TM data 
are given in Table 3. 

TABLE 2. THE VARIANCE IN EACH OF THE DATA SETS FOR THE AGRICULTURAL, RESIDENTIAL, AND WATER CLASSES 

5 x 5  5 x 5  3 x 3  3  x 3  Separable 
Thematic mean median lneiin median median 

Class Band Mapper filtered filtered filtered filtered filtered 

Agriculture 

Residential 

Water 
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TABLE 3. THE BANDS SELECTED BY TRANSFORMED 
DIVERGENCE ANALYSIS AS BEING BEST ABLE TO DISCRIMINATE 
BETWEEN THE LAND COVER CATEGORIES. THESE BANDS WERE 
USED IN THE CLASSIFICATION OF THE ORIGINAL TM BANDS AND 

EACH OF THE FILTERED DATA SETS 

TM bands selected 
Number of bands by transformed 
to be used in the divergence a~lalysis 

classification 1 2 3 4 5 6 

2 X  X  
3 X  X X  
4 X  X X  X 
5 X X X X X  
6 X X X X X X  

Accuracies of classification using data involving a 
combination of filtered and original TM data have 
been shown to be better than when the unfiltered 
TM data are used alone (Cushnie, 1984; Atkinson et 
al., 1985). In this analysis the classification of the 
TM bands is directly coinpared with the classifica- 
tion of each of the filtered data sets. 

Six maxiinurn likelihood classifications involving 
the five band colnbinations in Table 3 froin each of 
the following data sets were compared: 

Thematic Mapper (TM) channels 
5 x 5 mean filtered TM channels 

50 1 
2 3 4 5 6  

number of bands 

3 x 3 mean filtered TM channels 
5 x 5 median filtered TM channels 
3 x 3 median filtered TM channels 
separable median filtered TM channels 

The classes were given equal a priori probabilities 
of 1.0. A rejection threshold of 0.1 percent was also 
applied to each class. 

ACCURACY ASSESSMENT 

Several test areas each 3 pixels square were lo- 
cated randomly within each cover class ensuring no 
overlap with the training areas. Areas of 3 x 3 pixel 
size were chosen to test the cover types in the study 
area more comprehensively than if 5 x 5 pixel-sized 
areas were used. The number of pixels used to test 
the accuracy in each class (Table 1) is proportional 
to the area covered by the class. Thus, although the 
minimurn number of 50 samples per class (Hay, 
1979) is not achieved in every category, the errors 
of omission and colnmission can be reasonably in- 
ferred between the classes. It can also be assumed 
that the overall accuracy assessments are correct to 
within k 5  percent at the 95 percent confidence 
level because the total number of pixels tested (702) 
exceeds the specified minimum sample size of 400 
(Cochran, 1963). The overall accuracy results and 
the individual class results are plotted in Figures 3 
and 5. Figure 4 shows the number of pixels rejected 
in each of the classifications. 

50 
2 3 4 5 6  

number of bands 

50 I----- 2 3  4  5  6 

number of bands 

- Thematic Mapper bands - Thematic Mapper bands - Thematic Mapper bands 

----- 5 x 5 mean filtered bands ----- 3 x 3 mean filtered bands ----- seperable median 

....... 5 x 5  median filtered bands 3 x 3  median filtered bands filtered bands ....... 
FIG. 3. Overall Percentage Accuracy of Each of the Classifications. Results are within ?5 percent of the true 
accuracies at the 95 percent confidence levels. The bands used in the classifications are indicated in Table 2. 
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- I , , , , ,  
2 3 4 5 6  

number of bands 

, . 
2 3 4 5 6  

number of bands 
. 2 3 4 5 6  

number of bands 

- Thematic Mapper bands 

----- 5 x5 mean filtered bands 

....... 5 x 5 median filtered bands 

- Thematic Mapper bands 

----- 3 x3 mean filtered bands 
....... 3 x 3 median filtered bands 

- Thematic Mapper bands 

----- seperable median 
filtered bands 

FIG. 4. The Number of Rejected Pixels in Each of the Test Areas. 
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....... 3 . 3  meatan flllsred bands 

FIG. 5. Percentage Accuracy within Each Land Cover Category. Note that no water was misclassified within the 
test areas. 
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CLASSIFICATION RESULTS AND DISCUSSION 

Overall accuracy in the per-point classification of 
the original feature vectors improves as the number 
of bands used in the classification increases. Signif- 
icant spectral class overlap occurs between the land 
cover categories characterized by a heterogeneous 
assemblage of component cover types. For example 
up to 20 percent of the residential area is misclas- 
sified as the woodland category and vice versa. This 
can be directly attributed to the scene noise effects 
outlined in the Introduction. Other errors arise with 
the misclassification of the agricultural areas into the 
residential class. This could be due to the similarity 
in spectral response between the bare fields present 
in this February scene and the bare road and roof- 
tops of the residential area. The hedgerows between 
the fields will also have a similar spectral response 
as the hedges and other vegetative areas contribute 
to portions of the residential category. 

CLASSIFICATION USING MEAN FILTERED TM BANDS 

By spatially filtering the Thematic Mapper bands 
prior to classification, scene noise effects are re- 
duced. As a result the confusion between the wood- 
land and residential classes is reduced from 20 per- 
cent to 12 percent. The resulting increase in overall 

C 

AGRICULTURE ,QO, WOODLAND 

L- 50 * -  
50 1 2 3 4 5  

L 
1 2 3 4 5  

number of bands number of bands 

RESIDENTIAL COMMERCIAL 

number of bands nunbar of band. 

- Tnematr M a m r  bands 

----- Ieperable medoan l$llered bands 

FIG. 5. Continued 

accuracy is counteracted to some extent by the de- 
crease in accuracy of the agricultural class. This can 
possibly be explained by the fact that with spatial 
filtering, the boundaries between the agricultural 
fields (i.e., the hedgerows) are blurred, producing 
more pixels with a spectral response similar to that 
of the residential class. These adverse boundary ef- 
fects increase as more bands are classified with the 
consequence that overall accuracy decreases. Fil- 
tering the data may also result in additional auto- 
correlation between neighboring pixels in the 
training areas, contributing to the decline in accu- 
racy as more bands are used in the classification 
procedure. Smoothing with the 3 x 3 mean filter 
produced better classification results than using the 
5 x 5 filter both in the overall percentage accuracy 
and in the number of pixels remaining unclassified. 

The results for individual classes show that the 3 
x 3 filter decreases the mixed pixel effects experi- 
enced in the agricultural class following filtering 
using the 5 x 5 window. Modest improvements of 
1 to 5 percent are achieved in the residential class 
using the 3 x 3 filter compared with the 5 x 5 
filter. These 3 x 3 filter results are in turn up to 10 
percent higher than those achieved using the unfil- 
tered TM bands. In the woodland category the con- 
verse is true. The 5 x 5 filter results are 3 to 10 
percent higher than the 3 x 3 filter results. This 
may be attributed to the varying scales of internal 
heterogeneity within the woodland and residential 
classes which are affected differently depending on 
the size of the filter. 

The erratic behavior in the accuracy of classifi- 
cation of the commercial area as more mean filtered 
bands are used can possibly be explained by the 
increased dimensionality for the reasons outlined by 
Landgrebe (1978). Only 50 pixels were used to train 
the commercial class, and as an increasing amount 
of information is being derived from this fixed 
number of samples, the accuracy is adversely af- 
fected. 

Generally the trends observed under the classi- 
fication of the bands smoothed using the mean fil- 
ters, were also present in the classification result of 
the median filtered bands. However, the overall ac- 
curacy results are 1 to 4 percent higher using the 
median filtered bands when compared with the re- 
sults using the mean filtered bands. This can be 
attributed to the fact that fewer pixels remain un- 
classified particularly under the operation of the 3 
x 3 median filter. There does not appear to be a 
significant difference between the effect of the 
square mean and median filters on the individual 
class results except in the agricultural class where 
fewer misclassifications into the residential class 
occur under the operation of the median filters. 

The separable median filter produces an improve- 
ment of up to 5 percent over the equivalent classi- 
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fications using the 3 x 3 mean and median filters comments throughout this research. The assistance 
and up to 10 percent improvement over the classi- of Andrew Wilson of Thematic Information Ser- 
fications using the 5 x 5 mean and median filters vices, NERC (Natural Environmental Research 
in the residential category. This suggests that the Council) is also acknowledged. This work is funded 
spectral class overlap between the residential and by NERC Contract F60/G6/03 (Spatial Analysis of 
the woodland classes is best reduced using the sep- Thematic Mapper Data). Paula Atkinson is a NERC 
arable median filter. Research Student (GT4/83/TLS/43). 

CONCLUSIONS 
It can be concluded that spatial filtering of TM 

data improves the separability of Level I land cover 
classes particularly those characterized by a heter- 
ogeneous assemblage of component cover types as 
their internal scene noise effects are reduced. As a 
result there is an overall improvement in the clas- 
sification accuracy of filtered data when compared 
with the classification accuracy of TM data. 

It is less evident from the results which shape or 
type of filter is the best to employ in the spatial 
filtering procedure. The results for overall accuracy 
and the number of rejected pixels indicate that the 
proportion of mixed pixels increases when TM data 
are smoothed using the mean filters since the 
boundaries between the land cover classes are 
blurred. These mixed pixels are usually either re- 
jected or misclassified. The square median filters 
have better boundary-preserving properties, so by 
using these filters to smooth the TM data the pro- 
portion of pixels being misclassified or rejected can 
be reduced. 

The use of the smaller window size in the filtering 
operation reduces the adverse effects at the bound- 
aries while still smoothing out some scene noise ef- 
fects. The classification results following the use of 
the separable filter suggest that the effect of alter- 
native filter shapes both between land cover classes 
and within land cover classes, needs to be examined 
further. 

Smoothing may introduce additional autocorre- 
lation effects between neighboring pixels. This may 
explain some of the decrease in accuracy experi- 
enced as more filtered bands are classified. In order 
to establish if this is the case, the classification could 
be carried out using noncontiguous training pixels. 

The individual class results suggest that the effect 
of spatial filtering is dependent on the extent and 
nature of the internal variability of a category in 
relation to the size and shape of the filter used. 
Further research will involve increased sample sizes 
both for training and testing in order to establish 
which is the best filter to employ and for which 
categories. Initial indications are that spatial fil- 
tering is beneficial to a Level I classification of TM 
data and that some form of median filtering is a 
slight improvement over mean filtering due to the 
better boundary-preserving properties of the me- 
dian filter. 
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