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Fourier Transform Techniques for the
Evaluation of the Thematic Mapper
Line Spread Function

ABSTRACT: An endeavor was made to use Fourier Transform techniques to estimate the line
spread function (LSF) of the Thematic Mapper (TM) from processed data. Data near the
boundary of small fields from TM scenes were sampled, fitted to a theoretical curve, lowpass
filtered, and then deconvolved to obtain the LSF. Lowpass filtering improved the truncation
effect and eliminated the discontinuity at both ends of the data sequence. The selection of
the cutoff frequency and the order of a lowpass filter is based on a newly defined criterion
which tests the distortion of the processed edge by comparing it with the original edge. A
parameter of the LSF, the equivalent width, is used to compare these LSF's deconvolved from
sampled edge data with those evaluated by the derivative techniques. The calculated equiv­
alent widths using the Fourier transform techniques for infrared bands are very close to TM
design specifications.

THEORY

functions which is a staircase approximation to the
LSF. Another method was to utilize the scaled de­
rivatives of smoothed data to estimate the LSF.

Zhou (1984) investigated the correlation of the at­
mosphere-sensor system LSF, calculated through
deconvolution of sampled edge data, with particu­
late loading in the atmosphere. His study has shown
that there is a certain degree of correlation between
the LSF and the particulates. For a non-absorbing
atmosphere, in general, the higher particulate con­
centration corresponds to wider equivalent width
of the LSF. The implication of this result is that we
can determine a TM sensor system LSF through study
of measured data over a "clean air" area. The results
for infrared bands reported in this paper give equiv­
alent widths very close to the TM design specifica­
tion.

IMAGE MODEL

A remotely-sensed image, g(x,y), can be regarded
as the original scene, !(x,y), convolved with system
PSF, h(x,y), and plus additive noise, n(x,y): that is,

g(x,y) = !(x,y)*h(x,y) + n(x,y). (1)

Our interest focuses on solving Equation 1 for the
PSF h(x,y). To this end we will average several mea­
surements in order to estimate h(x,y). We expect the
estimates to contain contributions due to atmos­
pheric scattering and image post-processing for reg­
istration and rectification as well as the conventional
optical and instrumental contributions. While the
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INTRODUCTION

SPATIAL RESOLUTION is one of the most important
specifications of the Landsat Thematic Mapper

(TM) system. It has been demonstrated by Anuta et
al. (1984) that land-use classification using TM data
has a Significant increase of classification accuracy
in contrast with that using Landsat Multispectral
Scanner (MSS) data. The spatial resolution of the TM
system can be approximately characterized by the
sensor's point spread function (PSF). The PSF de­
scribes how the imaging system, instrument, at­
mosphere, and processing responds to a point source
of light. If the PSF is separable, i.e., if it can be writ­
ten as a product of two orthogonal components,
then the line spread functions (LSF) along these two
directions can be treated as the components of the
PSF at these directions (Zhou, 1984). The LSF de­
scribes how the imaging system responds to a line
source. The nature of the scanning process implies
that a natural line source would be oriented parallel
to the satellite's path.

Schueler (1983) developed a methodology to char­
acterize the TM LSF with prelaunched protoflight
model optics and electronics measurements. An in­
teresting result of the simulated TM LSF is that the
side lobe ringing only occurred on one side of the
main lobe. It is also noticeable that the ringing fol­
lows the scan motion rather than precedes it.

McGillem et al. (1983) used blurred edges from
TM scenes to estimate the combined LSF of the TM
system. The estimation was made by two methods
in the spatial domain. The LSF was represented by
a finite set of nonoverlapping rectangular basis
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(3) Here g(x) is the smoothed edge data and hex) is the
estimated LSF.

E(g(x,y» = [(x,y) * E(h(x,y» + E(n(x,y», or

(6)

(7)

(8)

hex) = d(g(x»/dx.

hex) = F-l (G(u)/F(u))

[(x) = A + (B - A)u(x)

SCENE ELEMENTS

According to McGillem et al. (1983), three scene
elements can be used to study the LSF. They are

• an impulse represented by a narrow bridge or road
along a line or a column of the data;

• a step represented by an edge along a line or a column
of the data, such as the boundary between two fields;
and

• a rectangular pulse represented by a sequence of two
steps in opposite directions, such as a bright field
between two uniform fields.

Theoretically, the impulse response at a certain
direction is the system LSF along that direction.
However, most linear features are too wide to be
considered as an impulse. On the other hand, a
feature, which is narrow enough, may not be
identified from the background by the sensor system.

The third type of scene element is also difficult to
be found in the real world and will not be discussed
further in this paper.

The system response of a step is actually an edge
spread function (ESF). It's derivative is the system
LSF. That is,

where u(x) is the unit step function and A and Bare
the values on either side of the step. Then

where G(u) and F(u) are the Fourier transform of
g(x) and [(x), respectively. The edge can be written
as

DECONVOLUTION OF FITTED EDGE DATA

The LSF can be reconstructed through inverse
filtering from Equation 2; that is,

F(u) = AB(u) + 1/i21Tll(B - A). (9)

The function F(u) becomes infinite at u = °in both
the real and imaginary parts, and division by this
function is undefined. This is a result of the
independence of the calculated LSF to a shift in the
average value of [(x). We utilize this independence
when we normalize the calculated LSF.

For a continuous signal, the main difficulty
involved in evaluating Equation 7 occurs when F(u)
equals zero. Gonzalez and Wintz (1977) point out
that if the zeroes of F(u) are located at a few known
points in the frequency axis, they generally can be
neglected when computing F(u) without noticeably
affecting the result.

(5)

(4)

(2)

g(x) = [(x) * hex).

h(x,y) = hex) hey).

g(x) = [(x) * hex) + n(x).

g (x,y) = [(x,y) * h (x,y)
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instrumental terms are knowable, the effects of the
atmosphere and to some extent those due to
processing can be considered as random. If a set of
remotely-sensed images is regarded as an ergodic
random field, then g(x,y), h(x,y), and n(x,y) can be
treated as a sample from this random field. And if
the number of such samples is large enough, then
E(h(x,y», the expectation of h(x,y), which we eval­
uate by the mean, is an unbiased estimate of the
system PSF. Assuming the actual image [(x,y)'s are
time invariant and taking the expectation values of
both sides of Equation 1, it follows that

where g(x,y) = E(g(x,y» and h(x,y) E(h(x,y)).
Assuming that the noise is white with E(n(x,y» =
0, the contribution of the second term on the right
side vanishes. Theoretically, h(x,y) can be found
through deconvolution of Equation 2; nevertheless,
to collect a large number of images is practically
unfeasible and unnecessary. The alternative is to
assume the PSF is separable: that is,

Then its components can be estimated by the LSF of
a bright line on a dark background along the y- or
x-direction (Zhou, 1984).

Mathematically, the treatment for the LSF along
the x- or the y-direction is the same, so only the LSF
along the x-direction will be discussed.

Based on these assumptions, the two-dimen­
sional model is simplified to one dimension: that is,

Instead of taking many samples of a scene at dif­
ferent times, many samples of the sensor's response
to a particular scene element from an image can be
extracted to form g(x) where we assume that the
scene element is extensive enough to be imaged by
multiple scans. Because E(n(x)) = 0, the noise term
n(x) can be reduced through smoothing procedures,
and the model becomes

Here g(x) is the smoothed data, f(x) is an ideal scene
element, and hex) is the estimated system LSF.

There are a number of ways to smooth the raw
data g(x). Smoothing can be done in the spatial do­
main through fitting the raw data with an appro­
priate theoretical curve, such as a trigonometric
series. It can also be done through averaging g(x)
at equivalent distances with respect to the structure
of the signal, Le., each x-coordinate, and then low­
pass filtering in the spatial frequency domain.
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In the discrete case, the integral can be replaced by
summation; thus,
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(12)

as an area with 'clear' atmosphere because of the
contrast shown by features in the area. It was found
that the edges selected had homogeneous features
on either side. Eleven horizontally consecutive scan
lines, which were nearly perpendicular to the edge,
were selected to form a one-dimensional data sam­
ple. Each of the eleven lines utilized 17 of the 25
pixels in order to guarantee that there were eight
pixels on either side of the edge.

To compress the two-dimensional sampled data
of 11 lines with 25 pixels per line, the sampled data
were fitted to a theoretical curve and then Tabatabai
and Mitchells' (1984) approach was used to compute
an edge location to subpixel accuracy.

After the edge location had been found, the "city
block" distance (Rosenfeld and Kak, 1982) x from
the edge was calculated for each data point. The
distance was calculated in number of pixels with a
step of a quarter pixel. Thus, the new data set had
as its abscissa the distance of each data point to the
edge (x = 0) and as its ordinate the grey tone at that
point. For the points which have their x>o, the lo­
cations of these points are on the right side of the
edge while, if x<o, the points are on the left of the
edge.

The data points were fitted with an appropriate
theoretical curve. A combination of a linear function
and a Fourier series was chosen as a fitting function.
Its analytical expression is

where M is the length of data sequence measured
in number of pixels (in this study, M = 16). This
function has a good match to the edge data, and,
by subtracting the linear trend of the signal the con­
vergence of the Fourier series, was accelerated.

One of the most important problems in fitting
data with the theoretical curve is how to determine
the number of coefficients to be used in the fitting
routine. Theoretically, it should be chosen as that
value at which the magnitude of the envelope of
the coefficients had decreased to that of the high
frequency noise components (McGillem et aI., 1983).
The problem is that the spectrum of the system noise
is unknown; therefore, the choice of the number of
coefficients was made subjectively by the investi­
gator.

The continuous function, g(x), was sampled to
produce a sequence for the FFT. The fitted data se­
quence contains a discontinuity at both ends, which
should be removed by lowpass filtering as dis­
cussed in the preceeding section. These discontin­
uities we refer to as spurious edges. We choose a
Butterworth filter to remove these edges because

(10)

(11)

W = I h(x)dx/h~ax

»1=0

N-l

W = 2: h(mt.x)/h~ax·

The geometric meaning of W is the width of a
rectangle which has a height h~ax and an area equal
to the area between the LSF curve and x-axis.
Obviously, the narrower W is, the less image
degradation occurs, and the spatial resolution is
narrower.

EQUIVALENT WIDTH OF AN LSF

The LSF can be quantitatively characterized by an
equivalent width which is defined as (McGillem et
al., 1983)

For a discrete signal, however, the problem
becomes more complicated because of the distortion
of G(u) due to aliasing and truncating effects on the
data. Theoretically, aliasing is inevitable in obtaining
the Fourier spectrum of a non-bandlimited sampled
function. The main distortion of the Fourier transform
of h(x), H(u), results from the distorted high­
frequency terms of G(u). This is because the fitted
data, g(x), are actually treated as a periodic function
with period T, the length of raw data, when the
discrete Fourier Transform is employed. Due to the
truncating effect, there is a discontinuity between
each two periods, and these discontinuous edges
contain very high-frequency terms. Therefore, H(u)
does not approach zero at the high-frequency terms
as expected.

To solve this problem we choose to use a lowpass
filter (LPF) to filter out the fictitious high-frequency
terms. The filtering process should be able to
conserve the fitted edge of g(x) as far as possible.
A criterion is introduced to optimally select the cutoff
frequency and the order of a LPF. A similar technique
was suggested by Gennery (1973).

For convenience, the hats of g(x) and h(x) will be
dropped in the later discussion, so that g(x) will
refer to the smoothed edge data while h(x) will refer
to the estimated LSF.

PROCEDURES

To apply this technique, we utilized available
Thematic Mapper (TM) data. TM data (scene ID 40101­
16025) were acquired 25 October 1982 for the Chi­
cago metropolitan and surrounding area. To mini­
mize the effects of atmospheric particulates, an area
around Joliet (unwind from Chicago on that date)
was searched for a field-edge oriented in an ap­
proximate North-South direction.

The sampled field edge was located immediately
due south of a conservation forest and was regarded
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D

(18)

(17)

Hl5

f(x) = B for x > Xe

= A for x < xe .

'--- .------ c.

h(x) = F-l (F(g'(x))/F(j(x))).

The LSF h(x) can be calculated with
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FIG. 1. The dependence of the cutoff frequency D on the
order N for three X2 error tolerances: (a) t = 0.01, (b) t =
0.05, and (c) t = 0.1.

The process can be briefly explained as follows:
First, the edge location of g(x), denoted as Xe , and two
brightness values A and B are found using Tabatabai
and Mitchell's (1984) algorithm, g(x) is processed by us­
ing an LPF with the parameters selected as above, and
g'(x) is obtained: Set

Then perform the Fourier transform for g'(x) and f(x)
and evaluate the ratio of their Fourier spectra. Finally,
take the inverse Fourier transform, and the result is the
required LSF, h(x). For the convenience of calculating LSF
parameters for different bands, all maximum values of
LSF's were normalized to unity. The delta function in
Equation 8 was ignored, as it effects only the zero fre­
quency part of the spectrum. This term, which deter­
mines the average value of h(x), is reset by the
normalization.
Another difficulty related to calculation of the LSF

with Fourier transform techniques is the wrapa­
round error which creates some artifacts at each end
of the truncation window. These artifacts can be
reduced to tolerable levels by making the truncation
window wide with respect to the important com­
ponents of the signal and by filtering g(x) such that
it has an equal amplitude at each end of the trun­
cation window. Because the actual LSF's approach
zero rapidly, it is reasonable that 32 to 40 of the 64
points can be taken to calculate the equivalent width
of the LSF 'so

For comparison purposes, the LSF was also cal­
culated from the derivative of the fitted edge and
compared with the LSF calculated by the Fourier
transform.
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such a filter could be adjusted to solve the problem
we discuss below, and, with a judicious choice of
the parameters, it would not introduce any ringing.
The main problems associated with the filtering
process are how to determine the parameters of a
Butterworth LPF and how to evaluate the filtered
results. In the determination of the criterion, two
facts were kept in mind. First, the spurious edges
have a greater effective high-frequency term than
actual edges do, and a properly selected cutoff fre­
quency will reduce their influence on the frequency
spectrum of g(x). Secondly, total separation of the
spectrum of a real edge from that of the fictitious
edges is impossible. Generally, higher-order But­
terworth LPF's rapidly attenuate the high-frequency
terms which are greater than the cutoff frequency,
Do. On the other hand, the rapidly descending
property of the abrupt transition will produce a
ringing effect in the spatial domain. The experi­
ments conducted in this study suggest that the sec­
ond- and third-order Butterworth filters compromise
these two aspects better than the others.

A criterion was established on the basis of com­
paring the real edge portions of g(x) and g' (x), which
is the filtered g(x). The attempt was made to use as
small a cutoff frequency as possible, while limiting
the distortion of the real edge portion of g(x).

The form of the Butterworth LPF (Hanning, 1977)
we used is given below.

375 (g' (x) - g(x))2
X2 = I . (15)

x~ -4.0 g(x)

L(u) = 1/(1 + (D/ufN) (13)

where L(u) is the LPF with D, the cut-off frequency,
and N is the order of the filter. Then, the processed
data are

g'(x) = F-' (G(u) L(u)). (14)

Here G(u) is the Fourier transform of g(x). The ef­
fectiveness of the filter can be tested by the x2-error
criterion. The purpose of this is to provide a mea­
sure of the deviation of the fitted function from the
original function. We will not use any probabilities
associated with this measure.

The x2 error of g(x) assumed to represent a prob­
ability distribution for the central 32 points can be
calculated by

Then, test if

x2 < t (16)

is satisfied: if not, repeat the same procedure until
it is satisfied. Here t is a preset tolerance of devia­
tion of the edge portion of g'(x).

A program was written to recursively calculate
the minimum D for each N for a given tolerance
level. The values of N were limited to 6 or less to
avoid strong ringing. Figure 1 shows several sets of
paired Nand D for three different X2 approxima­
tions of g(x).



FIG. 2. Three sets of fitted curves of a field edge (left) and the corresponding
lSF obtained by the derivative method (right). The distance is measured in
pixels. (a) 12 coefficients are used in the fitting routine; (b) 16 coefficients
are used in the fitting routine. (c) 20 coefficients are used in the fitting routine.
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an ideal step. White noise, rectangular distributed
with an amplitude of 20 percent of the step size,
was added to the convolved step. The LSF used as
input for the simulation had side lobes.

In order to observe how the number of coeffi­
cients in the fitting routine affects the shape of fitted
curves and the corresponding LSF's, the edge data
of Band 5 were trigonometrically fitted with 12, 16,
and 20 coefficients (Figure 2).

The total number of coefficients used in the fitting
routine may be determined by using the simulation
edge. Start with a number of coefficients such as 10,
implement with the same procedures as described
in the preceding section, calculate the equivalent
width for the obtained LSF, and compare the results
with the LSF used as input to the simulation. If the
deviation of the equivalent width of the output LSF
calculated with Fourier technique from that of the
simulated input LSF is greater than one-eighth pixel,
increase the number of coefficients in the fitting
routine and repeat the same process until the de­
viation is less than one-eighth pixel.

The derivative method has the advantages of sim­
plicity and ease of calculation. Its disadvantage is
that the derivative is very sensitive to the number
of coefficients used in the fitting routine (Figure 2).

(19)

(20)

FOURIER TRANSFORM TECHNIQUES
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dx
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It was mentioned above that

d(g(x))
~=a

2n ~ . hr (2hrx 2hrx)+ - L.J sm- C cos-- - Dksin-
MM k-l n k M

where g(x) may be expressed in terms of a combi­
nation of a linear function and a Fourier series, as
in Equation 12.

It is apparently simple to produce d(g(x))/dx from
Equation 12 immediately. However, the derivative
of a good approximation is not necessarily a good
approximation of the derivative of a function. This
problem can be solved by multiplying the coeffi­
cients of the differentiated series with certain preas­
signed weight factors (McGillem et aI., 1983).

Thus,

These same procedures were implemented on both
the TM data and a simulated edge. The simulation
data were produced by a convolution of an LSF with
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where C is a constant. However, one may quickly
show that

RESULTS AND DISCUSSION

The LSF shape, as calculated from the simulated
data, did not differ significantly from the LSF used
as input in the simulation. The widths are compared
in Table 1. As can be seen in Table 1, the transform
method gives smaller widths than the derivative
method. The widths as evaluated by the transform
method are the same as the input widths to within
10 percent.

The effect of varying the number of coefficients
(n) in Equation 12 is shown in Figure 2. Varying the
number of coefficients in order to obtain one-eighth
pixel accuracy for the transform method applied to
the simulated data yielded a satisfactory fit with 20
coefficients. Because the LSF's calculated with the
derivative method were too wide, they were not
compared with the simulated input LSF in selecting
the number of coefficients.

(23)F-l (u G(u)) = C'dg/dx.

An advantage of the transform method is that one
may apply this technique to signals that are not ideal
edges and, by dividing by the appropriate trans­
form, obtain the LSF in a situation where there would
not be an application of the method utilizing spatial
derivatives.

Other differences between the two approaches can
also be found through observation of Figure 3. First,
the derivative method does not have an artifact in­
volved at each end of the truncation window, while
the Fourier method does. Second, the LSF derived
from the Fourier method has a smaller width than
that derived from the derivative method. This is
particularly true when the chi-squared error is small.
The question is: What is the best level of distortion
tolerance for g'(x)?

It is evident that the best tolerance should cor­
respond to that cutoff frequency at which G(u) has
a significant magnitude. If such a tolerance could
be found, then the lowpass filtering with D and N
calculated according to this tolerance would best re­
tain the real edge and, at the same time, would
smooth the fictitious edge. But it is difficult to de­
termine such a threshold because the calculated dis­
crete Fourier transform, G(u), always contains the
frequency spectrum of the fictitious edge. To sep­
arate its spectrum from that of a real edge requires
a very long, finely sampled data sequence in order
to guarantee high spectral and spatial resolution. In
addition to some uncertainty of the Fourier trans­
form of g(x), the type of noise involved in the signal
and its power spectrum is unknown; therefore, the
determination of the number of fitting coefficients
is somewhat subjective. These problems need fur­
ther study.
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FIG. 3. Comparison of the LSF
obtained by the derivative (a) and
the Fourier techniques (b). Ar­
row indicates the local maximum
of LSF which are controlled by
some abnormal points in the de­
rivative technique. Much less lo­
cal control can be seen at the
same location for the Fourier
technique. The distance is mea­
sured in pixels.

The calculated equivalent widths vary depending
upon the number of coefficients. Another disadvan­
tage this method has is that the derivative is sen­
sitive to small variations. Thus, if the raw data have
some abnormal points, the fitted curve will be con­
trolled by these points, as will its derivative. In con­
trast with this method, the Fourier technique has
its benefit of less control from a small number of
abnormal raw data points because each point is as­
sociated with all the other points in the Fourier
transform and the inverse Fourier transform (Figure
3).

There exists a formal equivalence between the de­
rivative method and the transform method for the
case we consider, Le., when the signal, f(x), is an
ideal edge. The observation is based upon the fact
that for nonzero values of the frequency the recip­
rocal of the transform of f(x) is, ignoring the delta
function for the reason mentioned above,

l/F(u) = 2-rriu/(B - A), u =10 (21)

and, thus, Equation 17 becomes

h(x) = F-l (G(u)/F(u)) = F-l (CuG(u)) (22)
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FIG. 4. Raw data and the fitted curves for the six TM bands. The
distance is measured in pixels.

Figure 4 shows the scatter plots and the fitted
smoothed curves for the data sets in six TM bands
with the step of a quarter of a pixel. Because 20 total
coefficients were used in the fitting routine, this
makes 18 terms of a Fourier series plus a linear trend
according to Equation 12.

The final result of the LSF's calculated by the de­
rivative and Fourier transform methods for six TM
bands are shown in Figures 5 and 6. Because the
resampled data have one-eighth pixel accuracy, these
LSF's will have one-eighth pixel, or ±0.12 accuracy
approximately. The maximum values for all LSF's
were normalized to unity in order to calculate the
equivalent width more conveniently. When the
Fourier transform method was used, the data sets

TABLE 1. A COMPARISON OF LSF WIDTHS FOR

SIMULATED DATA. THE EQUIVALENT WIDTH IN PIXELS OF

THE LSF AS DETERMINED BY SIMULATION. THE i FOR THE

TRANSFORM METHOD WAS 0.5. THE ENTRIES ARE IN PIXELS.

THE SECOND LINE GIVES THE VALUES FOUND WITHOUT ANY

NorSE TERM.

Measured by Measured by
Derivative Transform

Input Method Method

Equivalent Width 2.095 2.411 1.945
Equivalent Width

(No noise) 2.0775 2.416 1.820
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were tested with the X2 error criterion, and it was
found that the optimal order of a Butterworth filter
for a given threshold (t = 0.1) is two or three in
most cases. For a certain amount of distortion of the
central portion of a real edge, which is determined
by a threshold t, the optimal order of a Butterworth
filter should have a cutoff frequency as low as pos­
sible to smooth the fictitious edge to the greatest
extent.

It is noticeable that the margin portions of the
LSF's in Figures 5 and 6 are flattened purposely. It
was discussed in the preceding section that the mar­
gin portions of the LSF's obtained using the Fourier
technique are erroneous because of the wraparound
error in applying the discrete convolution theorem.
On the other hand, the emphasis of calculating the
equivalent width is focused on the small neighbor­
hood about the main lobe of the LSF. The side lobes
of a LSF are expected to vanish rapidly and, thus,
are unimportant. Therefore, ignoring these parts will
not produce a significant error in the calculation of
the equivalent width unless the amplitude of the
side lobes is comparable with that of the main lobe.
This was not a problem in the calculation of the TM
LSF.

Figures 5 and 6 also show that the estimate of the
LSF by using the derivative method is consistently
wider than that obtained by using the Fourier trans­
form method. The width reduction of an LSF de­
rived by the derivative method, however, seems to
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FOURlER TRANSFORM TECHNIQUES

be rather rapid as the trigonometric terms increase
in fitting the raw data (Figure 2). In contrast with
this, the width reduction of the LSF's derived with
the Fourier transform method is relatively insensi­
tive to the increase in the coefficients in the fitting
process. This may be a topic for future study.

Table 2 shows the widths evaluated for the "clear"
edge mentioned above. These widths for the long
wavelength bands 3 to 6 are surprisingly close to
the prelaunch specifications. We may observe that
widths for the transform method are uniformly
smaller than those for the derivative method at both
tolerance levels. Furthermore, all the widths (each
row of the table) show a systematic decrease with
increasing wavelength, particularly among the first
three bands. We believe this is attributable to the
inclusion of atmospheric scattering effects in these
effective LSFs. Rayleigh scattering predicts a rapid
decrease in the molecular scattering contribution to
the LSF with increasing wavelength.

Markham (1984) has provided an evaluation of
the TM LSF that combines the effects of the detector,
optics, and electronics. For the detector LSF he used
measured values. The optical and electronic LSF's
were carefully modeled, and the three terms were
convolved to give an overall LSF. Thus, his results
do not include the atmospheric and post-processing
effects. The corresponding widths are given in Ta­
ble 3 along with those reported by McGillem et al.
(1983).

This study is a new attempt to evaluate an LSF.
The concept undertaken in this study is explicit and
it is easy to fulfill. A particular endeavor was made
to use Fourier techniques to achieve this goal. Be­
cause the Fourier technique has a more universal
usage with other ground features than field edges,
the research to explore its application is of great
significance. For instance, if the third type of scene
element (see second section) can be found in a scene,
then the system LSF can be calculated through de­
convolving a rectangular pulse even without low­
pass filtering because, in this case, there is no
discontinuity between two periods of fitted data.
Furthermore, even if a "pulse" does not have equal
levels on its both sides or, equivalently, a bright
field between two non-uniform fields, the system
LSF still can be obtained through deconvolving the
"pulse' response (in a strict sense, it cannot be called
a pulse because of inequality of the low levels on
both sides) by lowpass filtering the raw data.

One of the most important problems in using
Fourier techniques to calculate LSF is in how to eval­
uate the effects of lowpass filtering on raw data.
Calculation of X2 error has been used in this study
to test the effectiveness of the lowpass filtering. An­
other criterion was also mentioned in Zhou's paper
(Zhou, 1984).

CONCLUSION
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