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ABSTRAcr: Generating range information using stereophotogrammetry traditionally relies on
human operators to correlate the multiple images. Automation of that procedure has proven
difficult or highly specific to certain scenes. Active (single-viewpoint) techniques can auto­
matically produce range information, but must rely on restricted domains. This paper pre­
sents a passive (multi-viewpoint) approach which uses a structured light technique we developed
to semi-automatically generate surface information. The stereometric technique of Direct
Linear Transformation (DLT) is utilized to eliminate elaborate recording instrumentation. By
photographing a series of laser-generated dots projected on the surface, the correlation nec­
essary between the stereo pair is simplified, making automatic correlation realistic. Automatic
digitizing using an image analyzer requires no subjective interpretation (for most cases).
Finally, the system's computer base provides graphic manipulation of the resulting surface
data plus the ability to generate a database. This can provide a cost-effective tool useful to
those interested in studying facial form.

INTRODUCTION

T HE HUMAN FACE is often modified surgically not
for physiological reasons but rather for aesthetic

reasons. Because facial beauty is very important in
our society for its social and psychological effects,
it is not surprising that facial description has been
the subject of many quantifying techniques.

Yet facial treatment is still largely an art. Quali­
tative judgments are made based primarily on clin­
ical experience. The need to develop a more objective
approach has long been apparent (Herron, 1972). A
large body of facial data has been collected based
on two-dimensional data traced from roentgeno­
grams. Cephalometric (face measuring) procedures
have been defined and have proven quite useful for
studying the soft tissue of the face and the under­
lying bones. Unfortunately, such data are limited to
the mid-sagittal profile. Besides being incomplete,
two-dimensional data are ambiguous when used to
define a three-dimensional object; therefore, two­
dimensional methods can lead to errors (Moyers and
Bookstein, 1979).

However, the three-dimensional surface has largely
been avoided in the clinical analysis of facial form,
primarily because an accurate, economical, and rapid
method for three-dimensional surface mapping has
not yet been achieved (Young and Altschuler, 1981).
Facial researchers have utilized plaster moulages, or
three-dimensional casts made from impressions of
the surface. Although qualitatively pleasing, the
moulages do not solve the problem of extracting the
three-dimensional data from the surface, and they
are time consuming and difficult to obtain. Also,
this technique does not measure the facial surface
directly.

Clearly, a major objective would be to develop a
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system capable of creating a database of three-di­
mensional facial profiles which could then be used
to quantify what is meant by "normal" features and
determine the range of normal for those features.
That knowledge could then form the basis for re­
search in objective treatment planning. Because of
the wide variety and complex nature of human fa­
cial form, the database must statistically encompass
a large and random population sample. This will
only be feasible if the tool to gather the data can be
applied clinically, Le., accurate, safe, reliable, eco­
nomical, simple, easy to use, fast, and automatic.

There are many approaches to gathering three­
dimensional information about an object. Table 1
indicates those techniques presently available along
with their major deficiencies when used to clinically
gather data. A blank box represents no particular
problem. From this, the two most promising tech­
niques for a clinical tool are Moire analysis and ster­
eophotogrammetry.

Moire analysis is a common interferometric tech­
nique for generating range information. One ob­
vious advantage is that a Moire pattern provides a
direct means of observing and recording contour
lines. However, one cannot judge from a single pic­
ture of Moire contours whether a concentric fringe
represents a hill or a valley; Le., there is an ambi­
guity in the fringe order. Many different methods
can be utilized to resolve this ambiguity but they
usually require more equipment and/or more
processing (Manual of Photogrammetry, 1980).

Furthermore, quantitative analysis becomes te­
dious and very time consuming when one attempts
to handle the entire data from a Moire topogram
(Soares, 1983). Although many clinical Moire appli­
cations rely on manual digitizing of the contour (e.g.,
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Saunders, 1983), an automatic method of data
processing is desired. There are techniques being
investigated to automate Moire image digitizing
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FIG. 1. Stereophotogrammetric setup and variables.

ofor all X, Y, Z. Therefore, R, =R2 =R3 =R4 O.
One can now write the following equations:

x = (L/X + L2 *Y + L/Z + L4 ) Is
y = (Ls*X + L6 *Y + L/Z + LB)/s
5 = L9 *X + L lO*Y + L,/2 + 1.0

where x,y are the planar image coordinates, and
L" ... ,L11 are 11 coefficients.

These equations were formulated for stereopho­
togrammetry by Abdel-Aziz and Karara in 1971 and
are called Direct Linear Transformation (DLT) be­
cause they represent a linear transformation and can
be solved directly without needing initial approxi­
mation for the unknowns. An advantage of DLT over
other methods is that it requires no prior informa­
tion about the recording cameras and thus allows
the use of relatively inexpensive non-metric cam­
eras.

One problem with a clinical application of ster­
eophotogrammetry had been the special equipment
required for stereophotogrammetry, for example,
metric cameras. Metric cameras have interior ori­
entation parameters which are well-defined. Ac­
cording to Karara (1972), compared to metric cameras,
non-metric cameras tend to have a smaller image

format, have no film flattening plate, lack fiducial
marks, lack level bubbles or other orientation de­
vices, have an unstable principal distance, and have
more and sometimes irregular lens distortion.

However, if one can work around the problems,
non-metric cameras are more suitable for a clinical
tool by offering lower cost, better availability, a wider
range of focus, interchangeable lenses, power drives,
and orientation mobility. Therefore, our system was
based on using 35-mm cameras, at present the most
common non-metric camera in clinical use.

To use DLT, one must think of the equations in
two ways. First, the equations must have a mini­
mum of six known points (x,y and corresponding
X, Y, Z locations) to solve for the 11 coefficients and,
thus, indirectly to solve for the interior orientation
parameters of each camera. Second, once the 11
coefficients have been found, one can get two equa­
tions for any film coordinate point (x, y) containing
the three unknown object space coordinates (X, Y,Z).
With a minimum of two views, a least-squares ap­
proach can be used to solve for the unknown object
space coordinates.

In order to apply DLT clinically, the following pro­
cedure was developed (a more detailed description
of the equipment is given in Keefe (1985». Two 35­
mm SLR cameras are fixed onto a plate mounted on
a tripod. Near the subject is a laser with a collimator
and a cylindrical lens.

A calibration frame, containing eight light-emit­
ting diodes (LEDS) whose locations have been pre­
cisely measured, is first placed in the view and
photographed simultaneously from two views. This
known object is then removed, and the subject is
placed in the field of view with a lightweight head­
frame which contains LEDs that provide the infor­
mation necessary to orient the facial information.
By being separate from the calibration, the system's
headframe provides the necessary reference plane
for the generated three-dimensional coordinates
while still being mobile and patient oriented. How­
ever, because the calibration is not viewed in every
shot, one must compensate for possible film move­
ment in the image analyzer's film transport mech­
anism. This is accomplished with a fixed pair of
reference diodes visible in every exposure and pro­
viding a line of reference for the image data. Also,
the calibration must be re-photographed at the end
of a data-gathering session to insure that the ge­
ometry was not accidentally altered.

For any stereophotogrammetric method, the points
from the two stereo views must be correlated. This
is easy when single spots of light, for example LEDs,
are used as in the calibration or headframe. How­
ever, the facial surface is much more difficult. As
mentioned, general correlation methods are clini­
cally impractical. Because this is a close-range ap­
plication, a simpler method is to place visible
landmarks on the surface. In order to minimize pa­
tient discomfort, ease application, and limit changes
to the facial surface caused by the marks, this sys-
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tem produces the landmarks by projecting struc­
tured light onto the face. This method works well
with the use of cameras to record the information
and is applicable to any visible surface. Potential
problems needing consideration are (1) sharp changes
or large surface angles may cause the reflected light
to be blocked or indistinguishable in a view, Le.,
the point must be visible to both cameras; and (2)
variations in reflected intensity may be caused by
the dot generating method or surface characteristics
such as skin pigmentation.

One method would be to project an entire grid at
once (Altschuler et al., 1981). Achieving the neces­
sary resolution at the face would require projecting
about 10,000 points. For a passive system, this would
make automatic correlation of the images very dif­
ficult due to the intricacy of the large number of
points reflected off an uneven surface. As the num­
ber of points increases, this method becomes very
similar to correlating the raw images directly. An­
other problem is in creating that large a number of
points. Using multiple sources can quickly become
bulky and impractical. However, exposure times
necessary to record the information increase as more
points are generated from a single source.

Alternatively, a single point of light can be pro­
jected. This would prove impractical in generating
a complete surface. More commonly, a line segment
of light is projected (e.g., Hierholzer and Frobin,
1983). However, unlike the active industrial sys­
tems, a solid line segment is not desirable in a pas­
sive system when viewing a complex surface. This
is because a passive system requires the correlation
of multiple images. Therefore, a solid line would be
useful only if the end points of the segment were
visible in the views. Guaranteeing that the end points
were always visible would be a stringent limitation
to clinical usefulness when applied to the face.

In order to address this problem of being able to
match corresponding points from a stereo pair, the
line segment projected is composed of a series of
dots. In this manner, the image becomes a sequence
of distinct features.

To create the line of dots, a single low-power laser
beam is used as the light source. The laser beam is
focused and spread into a line using a collimator
and cylindrical lens. This laser line is then passed
through an opaque barrier containing small holes.
The laser provides a sharp intensity peak for cor­
relating the dots on the images. This was chosen
due to the requirements that the line of dots be long
enough to cover the area of interest, that all the dots
be bright enough to be distinguished, and that the
dots produce the desired resolution at the face.

Note that the closer the barrier is to the subject,
the finer is the resolution and the clearer the dots
are defined. However, the dot-generating equip­
ment must not block the facial surface. Therefore,
a front-faced mirror is used to change the direction
of the laster beam. This allows the laser to be placed
out of the cameras' views, and the mirror and bar-

rier are made such that their width does not inter­
fere with the cameras' field of view. Using this
technique, a line segment 140-mm long consisting
of 80 dots is generated on the X-Y plane (Figure 1)
of the object space.

The laser line of dots is projected onto the subject
and photographed. Now, every photograph con­
sists of a series of light spots on a dark background;
each spot represents either a diode or a point on
the face. Each stereo pair of photographs provides
enough information to re-create a profile slice of the
subject. Multiple photographs with the beam scan­
ning the object are necessary to create surface in­
formation.

The film is developed and then digitized. The dig­
itizing is done by an automatic scanning image ana­
lyzer. To resolve the data dots, the analyzer used
has 256 gray levels and a resolution of 1024 picture
elements (pixels) across the 35-mm slide (Keefe, 1985).

Each dot must be given a unique location in the
image coordinate system. The spots are initially found
by searching for edges between light and dark areas.
One cannot use a global threshold filter and dark
areas to distinguish spots; thus, local intensity min­
imums are used to separate spots. Because we are
projecting laster light that has been spread by a cy­
lindrical lens into a line in the y-direction, the in­
tensity distribution projected, although generally
symmetrical over the entire y range, would be
asymmetrical for a particular spot. Therefore, in or­
der to assign a single x,y value to a spot, a weighted
intensity center rather than a geometrical center is
calculated.

In this manner, each dot on the slide film is given
a single x,y coordinate. Also, based on spot size and
intensity, a preliminary separation between diodes
and laser spots is performed.

The data are referenced to the digitizer reference
bar in that view's calibration shot. Then, the left and
right view of the stereo pair must be correlated. This
is possible with the calibration and headframe be­
cause the number and order of the diodes are known.
The laser dots, however, are not as easily corre­
lated.

The intensity of the reflected light varies due to
how uneven the surface is; sharp angles spread the
energy over a larger area. Also, it is possible that a
data point may be hidden from one view.

In order to correlate the data from a stereo pair,
the film is analyzed by comparing the spacing, or
difference in vertical coordinate, between adjacent
data spots. This spacing should be approximately
uniform because the holes in the data-generating
barrier are spaced uniformly. If the difference be­
tween any two adjoining spots is too large, then it
is assumed that data are missing. The number of
points missing is determined based on the average
spacing. This missing area is flagged in both views
and not used in subsequent calculations.

The data point closest to the diodes representing
the top of the headframe is then found in both views.
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The distance on the film between that data point
and the headframe, along with the distance be­
tween the headframe and the digitizer reference bar,
are used to indicate a common start of the data line
in each of the two views. The dots from a stereo
pair are then matched one to one, to to bottom from
this point. No extrapolation is performed.

In applying the DLT procedure to the set of stereo
pairs, a minimum of two sets of stereo pairs is re­
quired: left and right calibration, and left and right
data. The X, Y, Z coordinates of the headframe are
then used to orient the calculated three-dimensional
coordinates of the line(s) of facial-data dots. Any
number of lines of facial-data dots can be stored
together, thus generating the three-dimensional
surface information of the subject.

At this point, computer graphics is employed to
transform the X, Y, Z coordinates into a "picture"
of the surface. The data stored are composed of
"vertical" profile lines where horizontal is parallel
to the ear-ear segment. Cubic splines can be gen­
erated for each line and the raw data, as photo­
graphed, can be drawn. To create a surface mesh,
horizontal profiles are generated using the existing
vertical profiles. Evenly spaced planes, perpendic­
ular to the average vertical profile plane, are gen­
erated. These planes are then intersected with the
cubic spline curves from the vertical profiles, thus
generating a set of horizontal profile lines. The same
technique can then be applied to this new horizon­
tal profile set to generate another vertical profile set.
A horizontal and vertical set of profile lines can be
drawn together using cubic splines to generate a bi­
cubic surface.

To better visualize the surface information, a soft­
ware link was provided between the system-gen­
erated three-dimensional coordinates and a grapics
display system. This gives the user a powerful tool
for manipulating and viewing the surface informa­
tion.

The described data gathering equipment should
not inhibit the widespread clinical use of the sys­
tem, thus encouraging the development of a large
database of facial form. However, this equipment
still provides the desired common orientation plane
and the possibility of automatically solving the stereo
correspondence problem. Computer graphics will
then provide the capability of graphically accessing
the digital facial data.

ERROR

As with any photogrammetric set up, the ratio of
object size to image size determines system scaling
(ratio DIC, Figure 1). Camera separation (B) is then
a function of required image overlap. To minimize
the error, the object distance (D) should be as small
as possible. However, for stereo correspondence, a
point must be visible in both the views. To increase
this certainty, for a fixed camera separation (B), the
object distance (D) should be increased. This system

compromises by choosing the largest value for the
object distance (D) which still gives acceptable the­
oretical error.

To calculate this error, let a point be located at
the origin of the X, Y, Z reference of Figure 1, Le.,
at the central point, and assume symmetry. A re­
lationship between X, Y, Z and x, y and the system
parameters 0, B, C can be geometrically derived.
Object-space error and the image-space error are
calculated as (Hallert, 1960)

mX = (D/C)*mx,
mY = (D/C)*my, and
mZ = (2*(D/C)/(BID»*mx

where mx, my = image space coordinate error, and
mX, mY, mZ = object space error.

Due to the discrete nature of the image analyzer,
one can get an idea of the image error (mx,my). The
analyzer will not "notice" that a spot has moved
until the energy has changed enough to cause one
of the discrete outputs. This makes sensitivity to
change a function of how rapidly the actual distri­
bution changes and the size of the spot (plus con­
cerns about how fast the image is traversed and the
recovery time of the photo-sensitive element). A spot
with infinitely small width could be anywhere in­
side the pixel and still generate the same output.
Thus, one could assume that error would be at most
half a pixel in x and y. Given knowledge of image­
to-digital resolution plus acceptable error, system
geometry (and, thus, camera parameters) can be de­
fined.

Using that approach, for this system, the values
for 0, B, and Care 1.5 m, 0.30 m, and 0.090 m.
Image error equals one-half the pixel size or
(0.5)*(36mm/l024), about 0.018 mm.

Note that, from the error equations, a stereopho­
togrammetric system is most sensitive to image er­
rors in a direction parallel to the line joining the
camera image centers (x-axis of Figure 1). Thus, to
minimize the effect of correlation errors, the line of
dots is projected perpendicular to that axis.

Because the major component of the previous er­
ror analysis was in the Z direction, that error should
be examined more closely. By assuming symmetry,
one developed a maximum Z error, but because dig­
itizer error should be random, that assumption is
too restrictive. By allowing asymmetry in error about
the central point, the previous results can be mod­
ified (Karara, 1972).

From the geometry in Figure 2, using similar tri­
angles, one can say

(X) (xz-xo)) = (Xli (XI-XO)) = DIC
where

Hla = C/xv Hlb = C/xz' and xJC = (BI2)ID.
Rearranging the two equations involving H and us­
ing the relation
a + b = Xl + X2 yields

Xl + X2 = (H/C)*(x l + x2 )·

Substituting for Xv X 2 and then for Xo yields
H = 0* (Xl + Xz - (B*C/D»/(x l + xz).
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FIG. 2. Error variables and rotation ef­
fect.

Taking the derivative,
dHldxz = dHldx, = (DIC) I (BID).

Applying propagation of error yields
mH (= mZ) = «DIC)I (BID»*sQRT«mx,)U2 +
(mxz)**2).
If one assumes that mx, = mxz = mx (the usual
case), then

mZ = SQRT(2)*«DIC)/(BID»*mx.
Similarly, for the X direction in Figure 2, one also
has

L = X, - a.
Applying values for X, and a, then for Xo and H,
gives

L = (DIC)*(x, - (B*C)/(2*D»
- (D*x,)*(x, + Xz - «B*C)ID»/(C*(x, + xz»,

which simplifies to
L = (B/2)*(x, - xz)/(x, + xz).

Taking the derivatives
dL/dx, = (B*xz)/«x, + xz)**2) and
dL/dxz = - (B*x,)/«X, + xz)**2).

Assuming the error is small, both x, and Xz are ap­
proximately Xo or (B*C)/(2*D):i.e.,

dL/dx, = D/(2*C) and dL/dxz = - D/(2*C).
Applying propagation of error yields

mL (= mX) = (DI(2*C»*sQRT«mx,)**2 + (mxz)**2).
Again, if mx, = mxz = mx, one gets

mX = (DIC)*mx*(l/SQRT(2».
For the Y direction, one gets two different y val­

ues, producing two distinct Y's, Le., we have more

equations than unknowns. Because we are using a
least-squares technique, the Y chosen would be the
one minimizing the distance to the two distinct
computed values.
Therefore,

Y, = (DIC)*y, and Yz = (DIC)*yz
where Y = (Y, + Yz)l2.

Using the previous approach will then give
mY = (DI(2*C»*SQRT«my,)**2 + (myz)**2),

or, if my, = myz = my,
mY = (DIC)*my*(l/SQRT(2».

If we denote our earlier results as mX[s], mY[s], and
mZ[s] ([s] for symmetric), then one can see that

mX[s] = SQRT(2)*mx,
mY[s] = SQRT(2)*mY,
mZ[s] = SQRT(2)*mZ, and
mT[s] = SQRT(2)*mT

(where mT = SQRT«mX)**2+ (mY)**2 + (mZ**2».
The expected error changed as a function of the
square root of the number of images being processed
to obtain the data (assuming the mx, my of each
image are equal). Also,

mZlmT = SQRT(21(2 + (BID)**2».
For this system, DIB = 5. Therefore, mZ accounts
for 99 percent of the total error.

Abdel-Aziz and Karara (1974) expanded the error
equations to include a rotation of the camera about
the projection center. This was accomplished by cal­
culating the relationship between the rotated and
original camera coordinate systems and applying the
previous error analysis results.

Abdel-Aziz and Karara (1974) ignore the multi­
camera effect on X error and Y error by assuming
the worst case. This turns out to have only a small
effect on the total error, as in most photogrammetric
setups mZ dominates the error. Also, the geometry
of this particular setup makes the system relatively
insensitive to small camera rotation prior to calibra­
tion.

This theoretical error can be checked experimen­
tally in the following manner. After a complete data
gathering session, the calibration frame is re-pho­
tographed as a system check. The pair of calibration
slides photographed prior to the data gathering are
used to calculate the DLT coefficients. The pair of
calibration frame slides taken at the end can then
be used with those DLT coefficients to yield the cal­
culated, X, Y, Z coordinates of the calibration frame.
The eight calibration diodes (taken two at a time)
will yield 28 possible inter-diode distances. These
interdiode distances allow comparison between the
calculated and the measured calibration frame. Ta­
ble 2 shows the mean, standard deviation, and max­
imum deviation for the inter-diode distance
differences for a number of experiments.

After re-photographing the calibration frame in
Test 1, the cameras were deliberately moved to see
the effect. Remember that the calibration photo­
graphs at the beginning are used to determine the
geometry of the setup. Should the geometry change,
Le., the cameras move, how does that change the
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system error? First, the cameras were moved to­
gether by tipping the plate onto which they were
mounted, i.e., rotating the cameras in a plane par­
allel to the Y-Z plane. After that, the cameras were
brought back to near their original position, and one
camera was tilted, that is, rotated in the X-Z plane.

By rotating the cameras, one is distorting the ge­
ometry of the calibration setup. Figure 2 also shows
a rotation of one camera in the Y-Z plane. We are
assuming, for simplicity, that the rotation is about
the projection center, P. Because we use the digi­
tizer reference bar for image orientation, it is the
change in the distance between two points (which
the rotation creates) that generates the error.

To calculate the error, let the camera be looking
directly at an object of height b centered at point O.
Let C be the camera's principal distance, d be the
original image height, and d' the distorted image
distance. By trigonometry, one can show (with 8 =
(d/2) that

d' = d*((1 + (TAN(S»**2)/(I- (8*TAN(S)/C)**2».
Therefore, one has introduced a y error at the image
of

d' -d = d*(1 + (8/C)**2)*(TAN(S»**2/(I- (O*TAN(S)/
C)**2).
One can use similar triangles to calculate the x error
at the image by letting e be the original image width
and e' the distorted width:i.e.,

e' = e*(SEC(S», and e' -e = e*(SEC(S)-I).
This gives the distortion to the distances from ro­
tation.

Because the camera setup was chosen to fill up
most of the image in the y-direction, and in order
to keep the necessary information on the slide, only
a two-degree rotation could be allowed. Now, look­
ing at the slide containing the calibration informa­
tion, and including the digitizer reference bar, the
maximum y image distance is about 15 mm and the
maximum x image distance is about 10 mm. Putting
these values in the above equations yields

d' -d = 0.0184 mm, and e' -e = 0.0061 mm.
Assuming the digitizer error would still be half of a
pixel, one can add the above distortion in to get

mx = 0.0237 mm, and my = 0.0360 mm.
Putting these values into the theoretical error equa­
tions gives a theoretical error mT of 2.84 mm for one
point, or possibly 5.69 mm for the distance between
two points.

A similar analysis can be used for a rotation in
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the X-Z plane. For a 4.5 degree rotation of the one
camera, the x error is affected the most and becomes

d' - d = 0.0621 mm, and the y error is e' - e
0.0464 mm.
Adding the digitizer error now gives

mx = 0.0797 mm, and my = 0.640 mm.
However, only one camera was rotated in the X-Y
plane. That means the one view was distorted while
the other was essentially not distorted. Therefore,
mx and my for the non-rotated camera would still
be about 0.0176 mm. Using the equations for mX,
mY, mZ that contain mx" mX2 and my" mY2 yielded
a theoretical error, mT, of 6.87 mm for one point,
or possibly 13.74 mm for the distance between two
points.

Table 2 confirms a marked effect in the error should
the cameras be moved after the calibration frame is
photographed, with maximum distance error close
to the expected value. By using the post-session cal­
ibration photographs, the researcher can determine
if the data gathered are good. For example, one might
suspect that the tripod was possibly bumped during
Test 2, and, until the system is recalibrated, the data
gathered would be suspect.

Therefore, a person gathering data should inter­
sperse the data gathering with calibration shots, es­
pecially during a long session. This will allow the
system to be recalibrated if necessary and minimize
bad data due to the cameras being moved by acci­
dent.

The second technique to measure experimental
error was to use the system on known geometric
objects and compare the calculated results to the
known description of the object. The following pro­
files were generated: a line (projection on a plane),
two lines (projection on two planes intersecting at
89.93 degrees), and a circle (projection on a hemi­
sphere with a 50.84 mm radius). Note that all the
projections are planar. The procedure was to take
the system-generated data and use a least-squares
approach to find the best plane that fit the data.
Then, in that plane, the data were compared again,
in a least-squares sense, to either a line or a circle.
Both the angled object and the circle were photo­
graphed twice.

Table 3a shows the mean, standard deviation, and
maximum deviation of the distances from the data
points to the best-fit plane for the data representing
the known objects.

This is extremely good, but one would expect good
results. Due to the way the laser-dots are projected,
the profile planes generated are parallel to the Y-Z
plane of the calibration. Therefore, deviation from
a plane would be an X error. One can see from the
DLT error equations that most of the error would be
expected in the Z dimension.

Now, one can calculate the mean, standard de­
viation, and maximum deviation of the distances
from the data to the best-fit of what the data should
represent. These results are shown in Table 3b.

These results are comparable to the experimental
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TABLE 3. (A) ERROR: EXPERIMENTAL' PLANAR (X,V)

(B) ERROR: EXPERIMENTAL KNOWN OBJECTIVES

Correla-
Standard Maximum tion

Mean Deviation Deviation Angle or to a
Object (mm) (mm) (mm) Radius Line

Line 0.190 0.213 0.842 na 0.997
angle (1) 88.95°
1st line 0.250 0.214 0.900 -0.9997
2nd line 0.198 0.183 0.776 0.9998
angle (2) 88.35°
1st line 0.213 0.146 0.589 -0.9998
2nd line 0.147 0.120 0.530 0.9999
circle (1) 0.474 0.207 0.997 50.25mm na
circle (2) 0.826 0.414 1.727 50.08mm na

error calculations of Table 2. In all these experiment,
80 dots were projected that covered about 140 mm
on the object. For the circle, only about 50 dots could
be resolved. Not only was the diameter of the circle
less than 140 mm, but also the surface bends away
from the camera. This has two effects. The first is
that the size of the dots and spaces increases, thus
decreasing resolution. Second, the angle of reflec­
tion increases, making it difficult to locate the dots.
By analyzing the data from the experiment involv­
ing the hemispherical surface, acceptable results were
achieved until the dots could no longer be separated
from the background noise. That occurred when the
surface normal was off horizontal by about 60 de­
grees.

One can use the "good" sessions from Table 2
and Table 3b to calculate an average experimental
error. (The error from Table 2 is divided equally
between two points as the calibration distances in­
volve the distance between two calculated posi­
tions.) Expecting most of the errors to fall within
two standard deviations of the mean gives an ex­
perimental error of 0.71 mm.

Error is a function of geometric scale, inaccuracy
in the object space definition, and inaccuracy in the
image space coordinates. Also, one must deal with
the stereometric assumptions of a perfect film plane
and of a central projection, i.e., film flatness and
lens distortion. Because we are looking at a rela­
tively large object, when compared to the film for­
mat, this system's geometrical scale makes the most
significant source of error the inaccuracy in the im­
age space coordinates: specifically, the error in the
x-direction. For example, given the previously de­
veloped error equations, the X, Y, Z errors in de-

CONCLUSION

fining the object space (i.e., measuring the calibration
frame) could produce an image error of at most O.cXJ1S
mm, which is approximately the film's grain size
and an order of magnitude less than the pixel size.
Also, solving the non-linear equations for 12 coef­
ficients, i.e., including a model for lens distortion
(Marzan and Karara, 1975), improved the error mean
less than 0.04 mm. If one were to look at smaller
object spaces, then it might be useful to incorporate
more complex models to include film flatness or lens
distortion.

The error in the image coordinate is a function of
the data intensity distribution and the sensitivity of
the digitizer. Our system gave an experimental er­
ror of mT equals 0.71 mm. Using the equation for
mT, and assuming mx=my, this corresponds to a
digitizer error, mx, of 0.006 mm, about one-sixth of
a pixel. The maximum error, mT, of 1.73 mm, cor­
responds to a digitizer error of 0.014 mm, or 80 per­
cent of the expected half-pixel maximum digitizer
error.

Vertical resolution is the dot spacing along a pro­
jected line of data. The resolution in the other di­
mension is the nominal distance between projection
lines. This is an arbitrary number depending on the
number of profiles used by the researcher to gen­
erate the surface. Figure 3 shows photographs of a
plaster facial moulage. For the same moulage, fig­
ure 4 shows, from upper left, the system generated
mid-line profile next to an actual tracing of that pro­
file, the nine vertical profile lines used to generate
the surface, a wire-frame of the bi-cubic surface, a
contour map of the surface (about 2.5 mm between
contours), and a shaded surface created from the
system-generated data. One can see the loss of de­
tail going from the nose to the ear (nine profiles)
compared to the surface from the forehad to the
chin (eighty dots). The ability of the computer-gen­
erated output to portray the face can be clearly seen
however. Also, the surface is now stored in a digital
manner and can be readily manipulated.

The automated system described can, based on
the experimental data analyzed, generate three-di­
mensional surface information. The experimental
accuracy of the data had a 0.29-mm mean, a 0.21­
mm standard deviation, and a 1.7-mm maximum
deviation. The results can be theoretically ac­
counted for primarily by error in the image space.
Present resolution at the face is, at best, 1.75 mm.
The object must be visible to the recording instru­
mentation, and there is some evidence that the re­
flectivity of the object has an effect on the system.
Preliminary investigation indicates that, to be visi­
ble, the reflection angle (measured from the line
connecting the principal point to the projection cen­
ter) must be less than 60 degrees. Further experi­
ments would be necessary to better study the effects
of reflectivity and surface orientation.
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FIG. 4. Plaster moulage, system generated surfaces: (a) System tracing, (b) nine vertical profiles, (c) bi-cubic surface, (d)
contour surface, (e) shaded surface.
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