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ABSTRACT: The integration of remote sensing tools and technology with the spatial analysis orientation of geographic 
information systems is a complex task. In this paper, we focus on the issues of making data available and useful to the 
user. In part, this involves a set of problems which reflect on the physical and logical structures used to encode the 
data. At the same time, however, the mechanisms and protocols which provide information about the data, and which 
maintain the data through time, have become increasingly important. We discuss these latter issues from the viewpoint 
of the functions which must be provided by archives of spatial data. 

INTRODUCTION 

T HE NEED TO INCLUDE ANCILLARY INFORMATION (e-g., maps 
and ground surveys) in the process of interpreting remotely 

sensed data has long been acknowledged by the remote sensing 
community (Campbell, 1986; Lillesand and Kiefer, 1987). On 
the other hand, the advantage of using information derived 
from remotely sensed data to correct, update, and maintain 
cartographic databases and geographic information systems (GE) 
has been amply demonstrated over the last years (Ehlers, 1989; 
Nellis et al., 1990; Eckhardt et nl., 1990). 

For remote sensing and GIs to be truly integrated, however, 
several technical and scientific impediments still need to be 
overcome. Such integrated geographic information systems (ICE) 
must facilitate more than data transfer between separate sys- 
tems or screen overlays (Ehlers, 1990). One major problem for 
the integration is caused by the difference in the structures used 
to acquire, access, and store the data. Consequently, one of the 
purposes of this paper to identify the key impediments for rGrs 
that are based on data structures. Another purpose of this paper 
is to examine the functions of an archive or repository of spatial 
data in order (1) that information about the data is provided to 
users in a meaningful way, and (2) that the data are maintained 
for long periods of time. We see GIs and remote sensing as one 
entity, concerned with acquiring, managing, and analyzing 
geographic data. 

Many topics that are related to the integration of remote sens- 
ing and GIs (such as large spatial databases, error analysis, user 
interfaces, IGIS processing, or IGIS computing environments) are 
treated elsewhere in this issue, or are current research proiects 
of other NCGIA initiatives. In this paper, we focus on-the ac- - 
quisition, storage, and dissemination of spatial data. Following 
this brief introduction, we discuss the data acquisition processes 
in remote sensing as well as geographic idormation system 
applications. In this section, we characterize some of the dif- 
ferent types of data traditionally employed in remote sensing 
and GIs. Next, we examine characteristics of data storage and 
user access. Various physical data structures are briefly exam- 
ined, as well as recent ideas for the long-term storage and dis- 
semination of spatial data. Finally, we discuss the key research 
themes that have come from the NCGIA Initiative 12 meetings. 

DATA ACQUISITION IN REMOTE SENSING AND GIs 

The term remote sensing is commonly restricted to methods 
that employ electromagnetic energy (such as light, heat, and 

radio waves) as the means of detecting and measuring target 
characteristics, excluding electrical, magnetic, and gravity sur- 
veys that measure force fields rather than electromagnetic ra- 
diation (Sabins, 1987). As a source of geographic information, 
digital remote sensing represents more than a simple extension 
of conventional aerial photography, requiring fundamentally 
different approaches to the analysis of Earth surfaces (Everett 
and Simonett, 1976). 

The function of an information system, in general, is to im- 
prove one's ability to make decisions. Consequently, an infor- 
mation system is a chain of operations from planning the 
observation and collection of data, to storage and analysis of 
data, to the use of the derived information and some decision- 
making process (Star and Estes, 1990). A geographic informa- 
tion system is an information system for spatial data that are 
referenced by geographic coordinates. It is designed to acquire, 
store, retrieve, manipulate, analyze, and display these data ac- 
cording to user-defined specifications (Marble et al., 1983). 

Based on these definitions, the overlap in emphasis and ap- 
proach is clear. To identify the key impediments for the inte- 
gration of remote sensing and GIs, it is necessary to focus on 
the differences in data acquisition, storage, and access. 

There is a fundamental dichotomy in the use of remotely 
sensed data between the original (or raw) data collected by the 
sensor and the products which are commonly extracted from 
these raw data. We examine each separately in the next sec- 
tions. 
Raw Remote Sensing Data 

In general, remote sensing image data represent the result of 
a one-dimensional sampling in the time domain and a two- 
dimensional sampling in the spatial domain. Basic properties 
of a remote sensor can be summarized as (Davis and Simonett, 
1991; Strahler et al., 1986): 

spectral coverage and resolution 
spectral dimensionality (i.e., number of bands) 
radiometric resolution (quantization) 
instantaneous and angular field of view (IFOV) 
point spread function (PSF) 
temporal response function 

We briefly discuss some of the fundamental data types which 
arise from remote sensing systems, from the perspective of the 
acquisition and recording process. 
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Images. The most common form of data acquisition for remote 
sensing is the creation of two-dimensional raster datasets. Key 
distinctions arise between passive and active systems, as well 
as the mechanisms used to collect the data (which strongly in- 
fluence the geometrical and radiometrical quality of the raw 
data). Depending on the recording device, we can differentiate 
four geometric principle recording mechanisms: central per- 
spective (where the sensing system works in a fashion analo- 
gous to a camera; Luhmann, 1990), along-track (or line) scanners 
(such as those used on the French SPOT satellites), cross-track 
(or mirror) scanners (such as those used on the Landsat Mul- 
tispectral Scanner (MsS) and Thematic Mapper (TM) sensors), 
and active sensors (such as radar, sonar). 

Profiles. Profiles can be obtained in vertical or horizontal di- 
rections. Examples include temperature soundings in atrnos- 
pheric remote sensing or laserlradar altimetric profiles of the 
terrain. Also, spectrometers and radiometers can provide point 
or profile sampling. In combined mission with imaging sensors, 
they may provide efficient means for calibration and absolute 
references. 

Image cubes. Combining imaging techniques and spectromet- 
ric measurements led to the development of imaging spectrom- 
eters (Goetz et al., 1985). A specified part of the electromagnetic 
spectrum is continuously sampled, creating image "cubes" 
without gaps and with extremely narrow bandwidths in the 
spectral domain. Examples for this technology are the Airborne 
Imaging Spectrometer (Ms) and the High Resolution Imaging 
Spectrometer (HIUS) for the planned Earth Observing Station 
(EOS) (Goetz et al., 1985; Butler et al., 1986). 
Interpreted Remote Sensing Data 

In contrast to the raw remotely sensed data described above, 
users typically transform these quasi-continuous datasets into 
a diversity of variables in order to begin to extract information 
from the raw data. These irreversible transformations create 
several general classes of intermediate data, which we examine 
in the next paragraphs. In addition, we mention that some of 
the datasets are often used as a part of the interpretation process. 

Raster lmage Data. Raster images derived from remotely sensed 
data are generally stored as fully represented scan lines (i.e., 
they are seldom compressed or run-length encoded). Typically, 
these derived products are the results of a calibration or en- 
hancement process, to correct for such effects as low sun angle 
or sensor striping, or to generate improved contrast, enhance 
edges, or eliminate systematic image "noise." Examples of these 
include the derivation of albedo or greenness (Moik, 1980). In 
contrast to these quasi-continuous products, there are a number 
of transformations that create nominal raster datasets. A com- 
mon approach is that of classification, where the original mul- 
tivariate data are reduced to a single set of themes or classes. 
Classification effectively reduces the multi-dimensionality of the 
raw sensor data to a one-dimensional feature space in which 
the elements can be labeled with a class name or some other 
descriptive attribute (Swain and Davis, 1978; Duda and Hart, 
1973; Mather, 1987). 

Vector Data. In traditional remote sensing applications, vector 
data are required in a limited number of cases. In fact, many 
remote sensing systems immediately convert vector data to ras- 
ter form in order to avoid the complexity of handling other data 
types. These data often include ground truth (the results of field 
surveys or Earth-based instruments and measurements) and 
ancillary map data (which is either raster-scanned or vector- 
digitized). In a number of applications, linear features are ex- 
tracted from the remotely sensed images, based on raster prim- 
itives such as convolution filtering (Sijmons, 1986) and image 
segmentation procedures (Pratt, 1978) which are followed by 
conversion to a vector data structure (Greenlee, 1987). 

Terrain information can be preserved in a number of data 

formats, including raster arrays and vector-like structures (such 
as sets of contour lines or TIN). Frequently, the primary data 
source for terrain information has been aerial photography cou- 
pled with photogrammetric processing which is still based on 
human interpretation; efforts have been made since the early 
50s to replace the operator by automated procedures (Konecny 
and Pape, 1981; Ehlers, 1985a; Forstner, 1986; Fuller and Ehlers, 
1990). Another primary source for terrain information is field 
measurements using conventional survey or Global Positioning 
System (GPS) technology. These are inefficiently stored in sim- 
ple raster arrays. However, most of the digital terrain infor- 
mation used in spatial data processing and analysis comes from 
secondary (interpreted) data sources. The most common input 
is the manual digitization of contour lines from existing maps, 
with subsequent vector set or raster array construction. 

In traditional applications, GIs data types span a wider range 
of sources than those used in traditional remote sensing appli- 
cations. We break the following discussion along the common 
rasterlnon-raster dichotomy. 
Raster Data 

While some operations (e.g., overlays, spatial statistics, model 
integration) are sirnplar and faster in the raster than in the vec- 
tor domain (Burrough, 1986), there are many datasets which 
are naturally represented in raster data structures. Possible 
sources for raster input include transformations of remotely 
sensed data, rasterized versions of cartographic data, interpo- 
lated point or profile measurements, and scanned maps. 

Where existing graphic representations of spatial data are used 
as sources, the fidelity of the output and the amount of pre- 
processing required to create "sufficiently" accurate data layers 
depend largely on the quality of the course, the geometric and 
radiometric accuracy of the scanner, and the capabilities of the 
associated software (Ehlers, 198%). 
Vector Data 

The most common data source of vector data for GIs comes 
from existing maps. Features of interest are extracted using dig- 
itizer tablets and electromechanical scanners; each of these ex- 
traction processes has different kinds of error in accuracy and 
precision. The output depends on the skill of the operator and 
the quality of the associated systems. 

Direct input from digital cartographic databases, CAD sys- 
tems, or photogrammetric data files is usually possible through 
data exchange programs. Here, national and international stan- 
dards have been developed or are evolving that allow data 
transfers between most of the cartographic/photogrammetric/ 
CAD data files (Billingsley, 1990; Johnson, 1990; Moellering, 1991). 
Other Data Types 

In addition to the sources mentioned above, there are other 
common sources of spatial information. 

Field Data. Remote sensing data and their derivatives must be 
related to, and calibrated with ground based measurements (e-g., 
field samples, ground truth) and calibration models of various 
kinds. Conventional map data must also be validated against 
observations in the field. 

Deterministic Model Data. Deterministic models attempt to de- 
scribe quantitatively the physical, chemical, biological, ecolog- 
ical, or economic structures and developments for regions of 
various size (e-g., global, national, state, district, city, or block). 
They may be spatial, temporal, or spatio-temporal in nature. 
Models may range from simple one-parameter logarithmic growth 
models (for instance, algae bloom as a function of time) to com- 
plex atmospheric or weather models with a set of parameters. 
Integration of these models will tax current capabilities of re- 
mote sensing and geographic information systems (Burrough e f  
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al., 1988; Itami, 1988; Ehlers et al., 1989). The data structures 
used in these models are rarely the same as those found in GIs. 

Survey Measurements. Survey measurements can be used to 
accurately relate GIs and remote sensing information to a geo- 
detic coordinate system. Usually, survey data (including, for 
example, GPS measurements) are used to triangulate a geodetic 
network. Recent developments, however, stress the storage of 
raw survey data from which a network can be triangulated "on 
the fly." The advantage of such a survey-based measurement 
system is that new measurements can easily improve such a 
network (Hintz and Rodine, 1990). 

DATA STORAGE AND ACCESS 
Issues of science data management have been at the forefront 

of many disciplines for a number of years. Seminal documents 
in this area include the reports of the Committee on Data Man- 
agement and Computation of the National Academy (COD- 
MAC, 1982; CODMAC, 1986). as well as more recent technical 

such as the 1989 co&erence proceedings from NCGIA 
Initiative 5: Large Spatial Databases (Buchman et al., 1990). We 
direct our comments in this section on those areas that we be- 
lieve are specific to large spatial datasets. First, we examine the 
physical data structures used to store the data described in the 
previous section on practical computer peripherals. Then, we 
examine some issues in providing users with effective access to 
these large data stores. 

For GIS and remote sensing data to be stored in a readily 
usable form, they have to follow specified data structures. 
Structures for spatial data may differ in several ways from one 
another (Frank and Barrera, 1990): 

type of geometric data (point us. region), 
object handling (non-fragmenting us. fragmenting), 
division of space (regular us. data determined), and 
retrieval (direct us. hierarchical). 

We continue the organization of previous sections and dis- 
cuss raster and vector systems separately, followed by some 
comments on hybrid systems. 
Raster Systems 

Raster tessellations of space provide explicit information for 
each location (Burrough, 1986). They may be described as dis- 
crete samples of continuous fields, as opposed to object-based 
representations provided by vector structures, referring to the 
fact that fields are assigned object attributes in a raster model 
whereas objects are given locations and attributes in an object 
model (Ehlers et al., 1989). 

lmage Files. The most common raster structure is a square 
lattice whose values are stored as two-dimensional arrays in the 
computer. This structure essentially follows "naturally" the 
structure of imaging devices in remote sensing or scanning de- 
vices for digitizing. Its advantages include simplicity, ease of 
display and processing, ease of data aggregation and overlay, 
and uniform cell size which allows multi-dimensional spatial 
analysis and modeling. 

compressed Raster Structures. Several methods of data com- 
paction have been developed to store raster data more effi- 
ciently making use of coding (sun as run-length algorithms) and 
hierarchical structures (top-down approaches such as the quad- 
tree; Samet, 1989). Access and processing of such compacted 
data, however, usually requires decoding. 
Vector based systems 

CAD Systems. Computer-Aided Design (CAD) systems are often 
compared with GIs. The data model for CAD systems is gener- 
ally simpler than is needed for GIs applications. For example, 
feature topology is generally quite limited in CAD systems. In 
addition, while there may be several tabular or numeric attri- 

butes for the features maintained in a CAD system, they do not 
generally contain a comprehensive database management and 
manipulation capability found in many vector GIs. 

Topological Arc. Systems that are based on topological arcs 
employ a data model that requires that polygons can be formed 
as needed from chains or arcs. While these systems require 
complex algorithms for creating and maintaining topological 
structure, they tend to be a robust and comprehensive model 
for performing spatial analysis tasks. 

Full Polygon. Systems that employ a full polygon represen- 
tation can be used for some GIs applications that require poly- 
gons to be cycled for display and analysis. In applications that 
require such operations as overlay, buffer zone calculation, or 
line generalization, the fully polygon model is generally lacking. 
The principal advantage of this data model is its simplicity for 
display of polygons and their attributes. Because each polygon 
is stored without regard to adjacent polygons, it is possible to 
create and propagate errors in the spatial database that cannot 
be easily detected without special consideration (topological 
checking or validation). 

Network. Systems that employ a network data model gener- 
ally support different applications from topological arc and full 
polygon systems. In the network model, the arcs and nodes 
provide the spatial framework for describing flows and direc- 
tions. Network analysis and display of flow through a network 
(e-g., hydrology, traffic, facility siting). 
Hybrid Systems 

Raster and vector data structures are clearly two and mem- 
bers in the set of spatial data structures. There has been debate 
as to which is the most effective, from the viewpoints of storage 
efficiency, processing efficiency, and ability to capture the es- 
sence of geographic space for an application. There can be no 
clear answer to this debate, because the answer depends on a 
large number of factors, including the nature of the application, 
the kinds of data and information, and the distribution of the 
queries. It seems appropriate to note that the main difference 
between them relates to the degree to which the spatial entities 
of interest are explicit in the data. 

In general, rasters provide a generic form of representation 
in which most objects and the spatial interrelationships between 
them are implicit. This is particularly appropriate where the 
raster is considered a discrete sample of a continuous field. A 
large set of operators may be used to make the objects and their 
interrelationships more explicit. On the other hand, vector data 
structures typically represent an additional "layer" of process- 
ing and interpretation on top of a raster structure (e-g., as in 
the digitizing and topology-producing processes) and objects 
are made explicit in terms of points, lines, and polygons and 
their interrelations. 

Hence, one may conceptualize a large family of representa- 
tional schemes characterized by the way in which they explicitly 
encode information about the objects and relationships of in- 
terest; one is characterizing the degree of object orientation in- 
volved in the data structure. The key reason for object orientation 
is to represent objects in a manner that a user in some appli- 
cation will find more efficient, in terms of representation and 
manipulation. Hence, the essential tradeoff is the cost of 
processing in order to produce object oriented data structures 
versus the additional user cost if the preprocessing is not per- 
formed. 

Based on this, it follows that the optimal choice of data struc- 
tures for an application mix should relate, at least in part, to 
the degree to which a user finds it worthwhile to perform vector 
preprocessing and to store the objects in a more explicit form. 
For example, in a spatial database system in which one is stor- 
ing large amounts of image data relating to meteorological phe- 
nomena, it is not possible a priori to process the data and to 
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obtain polygonal representations of all objects that will be of 
interest to users, because the cost would be prohibitive even if 
one could decide upon or even define the objects of interest. 
On the other hand, it might be of great value in such a system 
to have a vector representation of certain important objects, 
such as the outlines of terrain features (e.g., coastlines). For this 
application, one could design a system with both raster and 
vector capabilities, as well as tools to interrelate them. 

While one can argue that a mix of data structures is the op- 
timal solution in the abstract, it is clear that there is no practical 
a priori optimal solution. There is no technical obstacle to pro- 
viding procedures that allow one to move easily between var- 
ious physical implementations of spatial data. The main issue 
is providing users with efficient and accessible means to do so, 
which operate with known effects on the data's accuracy and 
precision. 

In order to examine issues such as these, we suggest that it 
would be useful to explore 

High-level (declarative) languages, in which the users can easily 
express their requirements concerning processing by indicating, 
for example, operations that they would like to cany out on cer- 
tain data sets, independent of whether they are in raster or vector 
form. 
A database management system, which would then take care of 
the details of such a transaction with respect to data representa- 
tion. In a sense, this service is natural for a DBMS in the sense that 
database systems are specifically designed to hide from the user 
the various levels below the view level. 

A key problem is that users of remotely sensed and GIS data 
are still thinking in terms of file systems rather than DBMS. In 
order to merge remotely sensed and conventional GIs data in a 
single analytic system, we believe it is important to 

provide a high-level language and view support in which the users 
expresses what they wish to compute in a way that is relatively 
independent of irrelevant details, such as the physical organiza- 
tion of the data; and 
provide a DBMS that is capable of handling both types of data 
representation, and optimizing over their use; hence, such a DBMS 
might include, for example, facilities for converting from one rep- 
resentation to the other and for making objects that are implicit 
in the raster form and explicit in the vector form in a quasi-au- 
tomated manner. 

More generally, a key issue is whether and how to support 
more general classes of data structures that involve different 
degrees of object orientation, and the provision of a DBMS that 
supports the different representations in an efficient and trans- 
parent manner, with the ability to integrate data from different 
representations. Such problems are good candidates for re- 
search. 

Archive systems for spatial data are relatively rare; the ex- 
ceptions are often the large, homogeneous government hold- 
ings. Further, users are currently required to understand the 
use of each of a number of archives to be able to locate and 
examine potential sources of spatial information. This is exac- 
erbated when trying to integrate remotely sensed and tradi- 
tional cartographic data, because they are often collected and 
maintained by different agencies. Irrespective of the source of 
the data, there are a number of requirements which are imposed 
on a long-term archive of spatial data, in order that these data 
are accessible to users and maintained in a useful fashion over 
a long period of time. Issues in the design and operation of 
archives include volumetric efficiency of data storage, stability 
of the media, appropriateness of the user interface, and cost- 
effectiveness with high performance. In the following discus- 
sion, we group these into two areas: issues which are based on 

a consideration of the physical storage medium, and those which 
are based on considerations of the user's interaction with the 
archive. 
Media 

Conventional removable magnetic media have serious limi- 
tations as a means to archive large datasets for long periods of 
time. Industry standard 9-track computer tapes have limited 
lifetimes (on the order of 5 years between maintenance), limited 
data storage (on the order of 100 Mbytes in a volume of 4500 
cm3), restrictions on access modes (sequential, in contrast to 
random), a relatively high cost to copy, and relatively expensive 
hardware. The storage industry has recently provided two new 
tape formats based on tape formats and transports used in mass- 
market entertainment systems: 4-mm DAT (digital audio tape) 
and 8-mm video tape. Each of these has excellent storage den- 
sity (for example, 2 or more Gbytes in 200 cm3 for 8-mm tape), 
and intermediate costs for the drive and interface. Serious con- 
cerns in using these technologies include the serial nature of 
the medium, relatively slow I/O speeds (affecting copying time 
and cost), and lifetime of the medium. These tapes may be 
suitable for cost-effective distribution of large volumes of spatial 
data to users. 

CD-Rom disks are being used in a number of experiments as 
a means to store and distribute spatial datasets. While their 
lifetime is under debate, their ability to hold on the order of 600 
Mbytes of data in 200 cm3, their fundamentally random access 
nature, and extremely low cost to make copies (on the order of 
a few dollars each) make them very attractive. Mastering costs 
for producing a CD-Rom have dropped dramatically in the past 
24 months, making it possible for smaller agencies to think about 
creating their own CD-Rom disks. Availability of low-cost drives 
for a wide range of computers and operating systems make 
these disks appealing as well. 

There are at least three other optical disk technologies that 
must be considered as well. WORM (write once, read many) 
disks, erasable (often using magneto-optical technology), and 
video disks are all in use to varying degrees in the computer 
industry. WORM and erasable disks at this time are expensive 
(disks more than $100, drives on the order of several thousand 
dollars), copying times are long, and standards to permit data 
written on a disk to be read on multiple systems are lacking. 
The precision of recalling data from video disks, a fundamen- 
tally analog medium, is perhaps not known. However, the low 
costs of players and duplication may make video disks ex- 
tremely attractive for browse or other index datasets. 

Archives of the future will need to consider not only these 
kinds of issues of storage costs and data reliability, but also the 
media which are used to distribute information to the users. 
User Interface and Access 

An important set of concerns for spatial data archives involve 
the ways in which users identify potentially interesting data- 
sets, and then obtain copies of these datasets. The former in- 
cludes modes of the user interface and information which 
describes the datasets. The latter includes consideration of dis- 
tribution mechanism and media, price versus performance, and 
data format. The single most important criterion for data selec- 
tion, however, is almost certainlv the content of the data. Ac- 
ces; by content is an extremeli interesting, important, and 
difficult vroblem to solve, and it is currentlv an area of increas- 
ing reseirch and development activity. 

' 

A number of studies have examined portions of the user in- 
terface to collections of spatial data (Star et al., 1987). In general, 
these have shown a need for 

graphics (an electronic map for specifying the spatial region of 
interest, for example); 
hierarchical levels of detail (perhaps including a general descrip- 
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tion of a collection, documentation of the kinds of information 
stored and how they were gathered, and a detailed inventory of 
the collection); 
browse (interactively accessible samples of the data, perhaps re- 
duced in spatial precision as well as other characteristics); 
interactive query of data characteristics, with intelligent aids; and 
ability to store user profiles and use them to optimize its response 
in the future. 

These capabilities are not present in the spatial data archive 
systems now in  operation. Concerns about obtaining copies of 
the identified datasets typically revolve around more practical 
issues. These include 

ability to request data in "standard" formats; 
ability to acquire documentation about the datasets, including in- 
formation about other uses of the data and available software for 
processing; 
distribution mechanism (electronic vs. delivery of media); 
cost trades between various mechanisms for delivery; and 
time probably required to satisfy the request. 

These issues clearly impact users when trying to locate da- 
tasets of potential interest from a universe of potential sup- 
pliers. 

KEY RESEARCH ISSUES 
Although the potential for the integration of remote sensing 

and GIs is evident and some success has been achieved in sev- 
eral areas, improved integration of remote sensing and GIs re- 
quire that a number of research questions be  addressed. One 
key impediment to a total integration is the different concepts 
of space on which GIs and remote sensing are based. Investi- 
gation of this topic is seen as one fundamental research ques- 
tion. 

GIs may be viewed as object-based data representations 
whereas remote sensing employs a field-based model. Other 
differences include the level of abstraction, the level of accuracy 
and precision, scale, metric, and temporal abstraction. Within 
this concept, there are several research issues which need to be 
addressed: 

Is there a unifying theory (e.g., a model of the world) that would 
allow one to see remote sensing and GIS as different representa- 
tions in this "model of space"? 
What are the predominant parameters in this representation model 
that differentiate GIs from remote sensing data structures? 
Is it possible to define transformations between the different rep- 
resentations? 
Do transformations without loss of information exist? If not, can 
this loss be quantified? 
To what degree are these transformations reversible? If not, can 
an inverse transformation be approximated? 

Given the wide range of data types and formats which are 
currently in use in spatial analysis, there are a set of unan- 
swered questions about the conversion and exchange of spatial 
data. These include 

What are the requirements for remote sensing data (temporal, 
spatial and spectral resolution, timing, areas, etc.) to be incorpo- 
rated in GIS applications (e.g., urban, regional planning, global 
monitoring, etc.)? 
What data structures and data management strategies are appro- 
priate for GIS guided image interpretation? 
What are the data exchange/conversion standards within GIs and 
remote sensing to provide best access to large distributed carto- 

graphic, GIS, and remote sensing databases? Are these standards 
appropriate? 
Are there alternative concepts for integration, i.e., information 
exchange rather than data transfer? 
Is there a need to set up an integrated test data set containing 
remote sensing data, cartographic data, field measurement data, 
and possibly model data? 

Following the rasterlvector discussions above, we make the 
additional comment that remote sensing systems and GIs are 
not fundamentally different, in the sense that users are inter- 
ested in analyzing the objects and relationships that are en- 
coded in some set of spatially referenced data. This is particularly 
the case of raster-based GIS; hence, the research problems in 
both remote sensing systems and GIS are closely related. 

As noted above, the key to better integration may be the 
construction of DBMS that provide services that are specific to 
spatial data handling. To this end, it is necessary to determine 
user requirements with respect to such services, and then de- 
sign and implement systems that embody them. Several re- 
search issues of major importance in this area are 

Determining the user requirements with respect to the degree of 
object orientation required in a system that handles remote sens- 
ing data, and deciding on the degree and nature of object orien- 
tation that is required in such a system in order to satisfy user 
needs. 
Deciding whether a single DBMS architecture is the correct ap- 
proach to follow, or whether a more modular approach is desir- 
able, in which one can build a system of different components in 
order to handle the varieties of data models that one may be 
required by users to handle. 
Lf a large DBMS is a reasonable approach, to design and implement 
a DBMS that can handle different data models in an efficient and 
(where necessary) transparent manner. Extensibility and effi- 
ciency are key issues for such a system. 

DISPLAY AND USER ~NTERFACE 

A number of organizations are at the technological frontiers 
of user interface and data visualization. Particularly with respect 
to spatial data of a variety of kinds of formats and scales, we 
identify a number of research topics that we believe are unique 
to IGIS. These include 

Is it possible to establish a consistent set of terms that can serve 
as a standard for GIS and remote sensing systems? The lack of 
consistency may be illustrated in any number of comparisons, 
including lines and samples in digital images versus latitude and 
longitude, x and y, and Eastings and Northings in geographic 
information systems, or display coordinates usually presented in 
the first Cartesian quadrant in GIs versus fourth quadrant in re- 
mote sensing. 
Is it possible to establish a complete and consistent processing 
treatment of features? For example, a description of spatial objects 
based on complex polygons with island topology is more complete 
than simple convex polygons with no allowable inclusions; the 
latter is typical in remote sensing. Another example of restrictions 
on analysis involve systems that do not permit a complete set of 
data elements within raster structures (including byte, integer, 
and floating point elements of various dynamic ranges). 

Inventory mechanisms that provide descriptions of, and ac- 
cess to, existing GIS and remote sensing data are clearly inad- 
equate to the next decade of Earth science (Earth Systems Sciences 
Committee, 1988), as well as the technological demands of stor- 
ing terabytes of data per day from decade-long remote sensing 
missions (Chase et al., 1986). These lead to a number of priority 
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Can we develop (and facilitate widespread acceptance of) spatial 
data exchange standards? 
Can we define minimum standards for the encoding and digitiz- 
ing of spatial data (to minimize redundant data collection and 
inadequate quality control)? 
Are there databases that should be made available (or more con- 
venient) to users? (e.g., DTED). 

CONCLUSIONS 
The lists of key research topics presented i n  the  previous 

section could provide the  focus for many  a Ph.D. dissertation, 
a n d  keep many of u s  busy for our  entire careers. While these 
lists of research topics present a non-exhaustive list of areas 
which were considered of high priority, we conclude with sev- 
eral others which may be of longer-term interest, or are perhaps 
of a more theoretical nature. 

Today remote sensing a n d  GIS mainly deal with two-dimen- 
sional data structures. As the  Earth is essentially three-dimen- 
sional, extensions of two-dimensional models need to be studied 
(Raper, 1989). Also, integration of models m a y  require higher 
dimensional data structures. Current GIs do not address the 
time domain whereas remote sensing is a sampling i n  both 
space a n d  time. Specific research topics include 

How can CIS and remote sensing data models be extended to 
handle three-dimensional data (DEMs, geological data, atmos- 
pheric data, marine data, hydrological data, and so forth)? Pos- 
sible approaches include independent layers, 2.5D, and full 3D. 
How can time be treated in GIS and remote sensing data models 
(explicit parameter versus time samples)? 

W e  appreciate the  opportunity t o  present these priorities, a n d  
a glimpse of their underlying thought processes. They are  not  
intended t o  denigrate other  topical areas, nor  t o  constrain de- 
bate. Rather, they are  designed to focus attention o n  problems 
which may b e  tractable i n  the next few years, a n d  to sharpen 
discussion of priorities i n  the  community. 
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IMAGE PROCESSING '89 AND 1ZlI-l COLOR WORKSHOP 

Due to the rapid development of airborne video systems, the lmage Processing '89 meeting was held in 
conjunction with the 12th Biennial Workshop on Color Aerial Photography and Videography in the Plant 
Sciences and Related Fields. The meetings were held in Sparks, Nevada in May of 1989. 

lmage Processing '89 contains 30 papers covering spectral and spatial 
unmixing measurement of atmospheric water vapor a variogram study 
of SIR-B data tropical deforestation statistical approaches to textural 
analysis. The five sections cover lmage Spectroscopy, Geology, Forestry, 
lmage Processing Techniques, and Land and Water Resources. 

t I 

The 12th Biennial Color Aerial 
Photography and Videography Workshop in 
the plant 'sciences and Related Fields 
consists of 29 papers. This publication 
contains the latest information on using 
color and color infrared photography and 
video for vegetation assessment. 
Applications include airborne video for 
mapping and GIs estimating crop yields 
quantification of nutrient stress monitoring 
of contamination by hazardous materials 

insect infestation monitoring forest stand analysis use of remotely 
piloted aircraft. 
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