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ABSTRACT: Previous methods for detecting slope lines from digital topographic data are all raster-based due to the
dominating raster data structures. The recent developments in geographic information systems (GISs) make it necessary
for vector-based methods to be constructed in order to handle vector-structured data more effectively. This paper
presents a vector method of slope-line detection for terrain analysis. Topographic data coded in digitized contours are
organized in two relational files, a Contour Attribute Table (CAT) and a Point Location File (PLF). Given any location
as the origin of gravity flow in a surface, the method identifies consecutive segments of steepest descent according to
the Cauchy-Schwarz theorem. An empirical study using the topographic database of Idyllwild, California demonstrates
the operation of the method. On average, it takes less than two seconds of CPU time for the method to identify a slope
line from the generalized contour coverage of a IS-minute quadrangle.

INTRODUCTION

A SLOPE LINE IS THE LINE OF GREATEST INCLINATION through
any point on a slope (Douglas, 1986). It represents the path

of gravity flow along which objects move downslope from any
given location on a surface. Different terms are used in the
literature, including slope direction, flow path, overland path,
and flow direction (Speight, 1968; Marks et aI., 1984; Wadge,
1988; Jenson and Domingue, 1988). Slope lines describe certain
topographic characteristics of a surface, such as the direction,
length, and gradient of downslope movement. The capability
of detecting slope lines from digital topographic data makes
geographic information systems (GISS) an effective tool for a
variety of terrain analyses, e.g., the delineation of drainage net­
works and the extraction of topographic structure (Mark, 1984;
Band and Robinson, 1986). Wadge (1988) points out the poten­
tial of using a GIS to model gravity flows and slope instabilities.

Existing methods for detecting slope lines from digital ele­
vation data are raster-based and characterized by neighborhood
operations and grid cell manipulations. There are two reasons
for the dominance of raster methods. First, the digital elevation
models (OEMs) of the U.s. Geological Survey, the most common
source of digital topographic data, are organized in a grid for­
mat (U.s. Geological Survey, 1987). Second, raster-based map­
ping packages and GISs were developed earlier than, and still
outnumber, vector-based systems (Peucker and Chrisman, 1975;
Tomlinson et aI., 1976; Monmonier, 1982; Burrough, 1986;
Douglas, 1986; Tomlinson, 1988).

Recent progress in vector-based GIS technology has enhanced
the efficiency in handling topographical information and facil­
itated high-accuracy mathematical computations in surface
modeling (Burrough, 1986; Carter, 1988). Although functions
for converting digital data between raster and vector modes are
furnished in major GISs, full utilization of vector-based GISs re­
quires that spatial analyses employ methods that are designed
specifically for vector-based data structures. This paper dis­
cusses different methods for slope-line detection and presents
a vector method based on digitized contours. The operation of
the method is demonstrated using the OEM of the IS-minute
quadrangle of Idyllwild, California.

RASTER METHODS FOR SLOPE-LINE DETECTION

Raster methods for slope-line detection and related surface
analyses are characterized by grid cell manipulation and neigh­
borhood operation. Grid cell manipulation means that a slope
line consists of a number of straight-line segments each of which
is defined in a grid cell. In the neighborhood operation, the
direction of a segment is determined by the steepest descent
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between the cell and its neighboring cells selected according to
some predetermined rules.

Figure 1 gives a hypothetical example for illustrating the gen­
eral principles of raster methods. If the slope line to be identi­
fied starts at the central cell, its eight neighboring cells are
compared and the one giving the steepest descent determines
the direction of downslope flow. In this example, the slope line
direction is to the central cell's right-hand side (east) neighbor
and an arrow is assigned (Figure Ib). The east cell becomes the
central cell for the next segment. The procedure continues until
a local depression or a flat surface is reached.

In the above example, the direction of each segment of a slope
line is determined by the data values of eight adjacent cells.
The number of searched neighbors may vary, e.g., four (peucker
and Douglas, 1975; Kikuchi et aI., 1982) or eight (Speight, 1968;
Evans, 1980; Horn, 1981; Jenson and Domingue, 1988). Non­
immediate neighbors may also be considered, e.g., 20 cells are
compared in Douglas (1986). In fact, this number can be ex­
tended to any specified R-value defined by Huber and Church
(1985).

The gradient between each pair of grid cells is their difference
in elevation divided by distance. A distance weight may be used
to reflect the varying distances between different types of
neighbors. For instance, the distance between diagonal neigh­
boring cells is y2 of that between orthogonal neighboring cells
(Burrough, 1986; Jenson and Domingue, 1988).

As the principal advantage of raster data structures is their
simplicity (Clarke, 1990), the principal advantage of raster
methods is that they are easier to conceptualize and their pro­
cedures easier to program. Another practical advantage of raster
methods is that they can be processed directly on large amounts
of available elevation data sets acquired in grid formats, e.g.,
satellite and scanned air photo data. Because remote sensing
has become a major source of cartographic data, raster methods
will remain advantageous over alternative vector methods in
terms of direct applicability since no raster-vector conversions
are needed. Another advantage of raster methods is that most
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FIG. 1. A hypothetical example illustrating the raster principles of
slope-line detection. The left shows the elevation data of a 3 by
3 kernel. An arrow indicating the direction of steepest descent is
assigned to the central cell as shown on the right.
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TABLE 1. DATA STRUCTURE OF THE POINT COVERAGE IN FIGURE 2.

Point-ID X-coordinate Y-coordinate Elevation

1 2.79 6.76 95
2 10.67 7.02 95

34 9.40 2.89 65
35 3.93 1.51 45
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FIG. 2. A hypothetical point coverage of elevation data.
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of point data of elevation in a vector-based GIS. Table 1 lists
part of the data file for this coverage, in which each record (data
point) contains an ID code, X- and Y-coordinates, and elevation.

The point coverage of elevation is not the ideal form for pre­
senting topographic information because it is hard to discern
any spatial pattern of the terrain. Besides, its data file possesses
no topological information required for extracting topographic
structures. From the point coverage, slope lines can be detected
using a radial-search method (Oshima et aI., 1986).

The radial-search method begins at any given location and
searches for all nearest data points within a specified radius at
a pre-determined constant increment of search angle (e.g., 10
degrees). The point with steepest descent from the origin gives
the direction of the slope line and becomes the next starting
point. Severe shortcomings of this approach exist: First, the
results depend on the search radius and angular interval; sec­
ond, it has the same problem of limited search directions as the
raster methods; and third, this method is less efficient than
raster methods because, in order to maintain the same level of
precision as that of a raster method, both the initial search ra­
dius and the angular interval of search must be set equivalent
to the resolution in the raster method. Such settings make the
radial-search method less efficient than the raster method due
to the required efforts in altering search directions and angular
increments.

Alternatively, the point data of elevation can be reorganized
into either digitized contours or triangulated irregular networks
(TIN) (Peucker et aI., 1978; Carter, 1988). Figures 3 and 4 show
the contour coverage and the TIN coverage, respectively, gen­
erated from the point coverage.

In developing vector methods for GIS applications, a compact
data structure is preferred. In most terrain analyses, large vol­
umes of topographic and topological data must be processed;
therefore, a more compact data structure makes empirical test­
ing more cost-effective and more feasible. Also, a compact data
structure for terrain analysis requires that only the elements

raster-based GISs are more affordable than their vector-based
counterparts. Because raster-based GISs favor methods that op­
erate on their databases directly, raster methods will continue
to be implemented in such systems.

The advantage of a raster-base GIS owing to data availability
has become less prominent since the 1970s (Peucker and Chris­
man, 1975). Recently the number of vector-based GIS users has
been growing rapidly. The implementation of the TIGER data­
base for the 1990 Census in the United States (Marx, 1986),
along with the release of the lOOK Digital Line Graph database
(DLG) by the U.S. Geological Survey (Batten, 1988), indicates a
trend toward greater use of vector-based geographic data and
GIS's.

For detecting slope lines from digital elevation data, raster
data structures and raster methods possess certain disadvan­
tages. A common drawback is the requirement of large memory
space due to data redundancy (Monmonier, 1982; Burrough,
1986; Ibbs and Stevens, 1988; Clarke, 1990). Consequently,
processing the redundant data consumes a great deal of CPU
time and thus hampers the efficiency of raster methods. This
problem becomes severe when the study area contains numer­
ous small flat surfaces or areas of constant slope.

Data redundancy in raster methods also reduces the effi­
ciency in downslope tracing. In vector data structures, a long
slope line on a surface of constant slope is coded by a starting
node and an end node; thus, downslope tracing is merely a
two-step procedure. The same line must be coded in raster
methods by as many grid cells as necessary to maintain the
same level of resolution, which drastically increases the number
of steps required to trace the slope line downward.

A common problem with raster data is the existence of single
pixel pits resulting from noise (Mark, 1984; Jenson and Do­
mingue, 1988). The undesired local depressions must be elim­
inated prior to the processing or slope lines may be erroneously
directed. Although remedial methods such as data-filtering or
depression-filling are available, each corrective procedure costs
additional CPU time. It is not unusual to have many single-cell
depressions in a database. In such cases, it is laborious to dis­
tinguish those caused by noise from the correct features.

In order to improve the efficiency of data storage, compact
forms of data structure like quadtrees have been adopted in
raster-based GISS (Ibbs and Stevens, 1988, Goodchild, 1988; Mark
et aI., 1989). Because neighborhood processing for detecting slope
lines is applicable only to the original row-column format, de­
tecting slope lines with raster methods requires conversions of
elevation data between the compact and the grid formats until
more sophisticated and effective procedures become available.

A theoretical shortcoming with raster methods is their limited
number of search directions. No matter how many directions
are searched, it is always possible to omit the true steepest
descent. Searching through the four adjacent cells covers only
the immediate orthogonal neighbors and is hardly satisfactory.
It is desirable to refine the method by increasing the number of
search directions; however, computational cost increases ex­
ponentially with the increasing number of search directions be­
cause both the required number of logical operations is increased
and the varying distance weights must be incorporated.

A VECTOR METHOD FOR SLOPE-LINE DETECTION

Vector data are organized in points, lines, and polygons
(Peucker and Chrisman, 1975; Estes, 1986; Dangermond, 1988;
1989). The vector structure is efficient in storing spatial data
because data points can be irregularly located, allowing for
varying density of coding in response to the variation of local
relief. For large areas of flat surfaces or constant slope, a few
well-selected data points are sufficient to represent the entire
surface. The density of data points can be increased locally for
areas of greater relief. Figure 2 shows a hypothetical example
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FIG. 6. The contour coverage of the Palmview Peak quadrangle.

FIG. 5. The point coverage of the 7.5-minute quadrangle of Palmview
Peak, California.
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FIG. 3. The contour coverage generated from the point coverage of
Figure 2.

FIG. 4. The coverage of triangulated irregular networks (TIN) gen­
erated from the point coverage of Figure 2.

necessary in data processing be incorporated; thus, it tends to
reduce both processing time and computing cost. For these rea­
sons, the method developed here is based on digitized contours
because contour recording minimizes storage requirement
(Douglas, 1986).

Figure 5 shows the point coverage generated from the DEM
of the 7.5-minute quadrangle of Palmview Peak, California. The
contour coverage and TIN coverage derived from the point cov­
erage are shown, respectively, in Figures 6 and 7. The data
volumes for these coverages are listed in the first column of
Table 2.

It is important to mention that comparing the lattice file gen­
erated from the DEM with other data structures is inappropriate
because the lattice file records the unprocessed elevation data
while other data files have been processed through a filtering
procedure (Chen and Guevara, 1987). The second column of
this table lists the data volumes for the IS-minute quadrangle
of Idyllwild, California. This table illustrates that data storage
of contour coverages is more compact than that of TIN cover­
ages. The CAT-PLF format of contour coverage is designed for
effective terrain analysis and will be explained later.

Detecting slope lines from digitized contours is based on the
Cauchy-Schwarz theorem, such that, for any given point on a
contour, the steepest descent is perpendicular to the curve at
that point (e.g., see Cheney and Kincaid (1985)]. This principle
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TABLE 4. A PARTIAL LIST OF THE POINT LOCATION FILE (PLF) OF THE
CONTOUR COVERAGE IN FIGURE 3.

TABLE 3. THE CONTOUR ATTRIBUTE TABLE (CAT) OF THE CONTOUR
COVERAGE IN FIGURE 3.

Address X Y Address X Y

1 7.17 7.03
2 6.93 7.01
3 6.69 7.00 170 4.41 2.12
4 6.39 6.98 171 4.69 2.16
5 6.16 6.97 172 4.97 2.16
6 5.88 6.95 173 5.23 2.10

174 5.19 1.87
175 5.42 1.80

o
o

1,2
3
4
5
6

HC
o
o
2
1
1
1
1

NHC
3
3
4
5
6
7
o

LC
1
1
1
1
1
1
o

NLC
19
7

32
44
36
25
12

PNT
1

20
27
59

103
139
164

STAD
90
90
80
70
60
50
40

ELEV
1
2
3
4
5
6
7

ID

ID: arc-ID
ELEV: elevation
STAD: starting address of the arc
PNT: number of points defining the arc
NLC: number of adjacent contour arcs of lower elevation
Le: list of adjacent contour arcs of lower elevation
NHe: number of adjacent contour arcs of higher elevation
He: list of adjacent contour arcs of higher elevation

FIG. 7. The TIN coverage of the Palmview Peak quadrangle.

TABLE 2. DATA VOLUMES OF BASIC DATA STRUCTURES.

is adopted in Speight's (1968) raster method in which a grid is
laid over the contour map for identifying a line segment in each
cell which is perpendicular to the contour.

In vector-based GISs, each contour is coded by one or more
arcs and each arc is defined by a sequence of points termed
nodes or vertices. For detecting slope lines, the topographic
data are reorganized into two relational files, a Contour Attrib­
ute Table (CAT) and a Point Location Fil~ (PLF). The CAT of the
contour coverage in Figure 3 is given in Table 3. For simplicity,
Table 4 gives only a partial list of the PLF. This data structure
is system independent, Le., both files are coded in ASCII format
and can be used by any GIS capable of converting ASCII files
into its own database. In this study, a FORTRAN program is
employed to construct the CAT and PLF files directly from the
Arc Attribute Table (AAT) and the Polygon Attribute Table (PAT)
automated in ARC/INFO, a commonly used GIS.

Given any location in the surface, a slope line is identified
from the CAT and the PLF using the following six-step iterative
procedure. In this method, a segment is defined as a straight
line coded by a starting node and an end node; an arc contains
one or more segments and is assigned a unique code of arc ID;
a contour contains one or more arcs.

Coverage Type
Lattice (from DEM)
Point
TIN
Contour (ARC/INFO)
Contour (CAT.PLF)

Data volume (k bytes)
Palmview Peak Idyllwild

720 2,877
68 128

606 1,108
124 214
83 201

THE OPERATIONAL PROCEDURE

Step 1: Initial Search
According to the exogenously given location of any starting

point or origin (OR), identify the point in the PLF which is clos­
est to OR and define this point as Q. Identify the contour that
contains Qand define this contour as QARC. This step ensures
that the data to be evaluated in the following search be limited
to the adjacent contours.
Step 2: Intersection Check

For QARC, identify the neighboring contours of higher ele­
vation and lower elevation from the CAT table. If any of the
neighboring contours intersects the segment connecting OR and
Q, redefine Q by the intersection location and redefine QARC
by that intersecting contour. Continue the intersection check
until no other contour intersects the segment linking OR and
Q. This step ensures that the identified QARC is the contour
closest to OR. The procedure of intersection check is described
in Monmonier (1982, pp. 118-120).
Step 3: Direction Check

Based on (1) the segment OR and Q, (2) the contour labeled
QARC, (3) the neighboring lower contour, LC, identified from
the CAT, and (4) the neighboring higher contour, HC, determine
if the elevation of OR is higher or lower than QARC. If higher,
the first segment of the slope line is the one connecting OR and
QARC; otherwise, the first segment connects OR and LC. Once
the first segment is found, redefine QARC by the contour con­
taining the end node of this segment. This step ensures that
the direction of the first segment is correct.
Step 4: Visibility Check

This step ensures that the next choice set of contour arcs be
limited to the segments of QARC that are visible to OR. A seg­
ment is visible to a specific point if no other arc exists between
them. The purpose of this procedure is to eliminate the possi-
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bility of crossing contour segments when constructing the slope
line. From the limited choice set, identify the visible segment
which is closest to OR.
Step 5: Downslope Extension

In the first iteration, this step constructs the first segment of
the slope line by connecting OR and QARC. In each of the
following iterations, this step adds an additional segment to the
slope line by extending OR to the closest visible segment on
QARC. In any case, the segment represents the shortest point­
to-arc distance. The X- and Y-coordinates of the end node of
the segment are then saved in the output file. Define the end
node as the new OR for the next iteration.
Step 6: Termination Check

From the contour containing the new OR, determine if a
neighboring contour of lower elevation exists. If so, define that
contour as the new QARC and return to step four to identify
the next segment. Otherwise, extend the last segment by an
arbitrarily defined length and terminate the procedure.

THE EXPERIMENT

The method was programmed in FORTRAN and tested on both
hypothetical and empirical data. The entire procedure is auto­
mated without the need of manual operations. Figure 8 shows
the slope lines identified by the proposed method for three
arbitrarily located origins, 01' 0 21 and 0 3 , Their destinations are
labeled Du D2J and D3, respectively. All three slope lines are as
accurate as can be defined from the data, except that edge effect
appears in the line 01 - D1 •

The empirical test of the method is based on the digital ele­
vation data of the IS-minute quadrangle of Idyllwild, California.
The DEMs covering this quadrangle are converted into a contour
coverage in ARC/INFO. For simplicity, the contours are smoothed
by the GENERALIZE procedure in ARC/INFO. The Arc Attribute
Table and the Polygon Attribute Table of the contour coverage
provide the source data. In the generalized coverage, there are
39 contours coded by 1,876 points. Contours range from 200
metres to 2200 metres at an interval of 200 metres. For illustra­
tive purposes, ten arbitrarily selected locations are assigned as
origins. The method detected all ten slope lines in 16.23 seconds
of CPU time on a VAX 8820 computer. On average, it takes less
than two seconds of CPU time for the method to identify a slope
line from a generalized contour coverage of the IS-minute quad­
rangle.

The contours and identified slope lines are depicted in Figure
9. The accuracy of the slope lines must, of course, be assessed
according to the digital data in the generalized contour coverage

0,

FIG. 8. Three slope lines identified from the contour coverage of Fig­
ure 3.

rather than from the original topographic sheet. Draped onto
the three-dimensional perspective diagram of the surface, the
five slope lines on the eastern slope are shown in Figure 10 as
the surface is viewed from east of the area.

DISCUSSION

The proposed method is characterized as follows. First, be­
cause its data structure is compact and data redundancy is min­
imized, the processing speed is enhanced as unnecessary
processing of redundant data is eliminated. Second, the vector
codes of slope-line segments provide easy access to topographic
attributes for terrain analysis. For instance, the gradient of each
segment of a slope line, which is the ratio of contour interval
to segment length, can be derived directly from the output file.

FIG. 9. Ten slope lines identified from the contour coverage of the 15­
minute quadrangle of Idyllwild, California. The locations of origins are
arbitrarily assigned.

--------- SLOPE LINE
FIG. 10. The five slope lines on the eastern slope of the Idyllwild
15-minute quadrangle are draped on the perspective block dia­
gram.
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The same gradient in raster codes requires more steps to cal­
culate unless raster codes are converted into vector codes prior
to processing. Third, while the precision level of the slope lines
detected from the proposed method depends on data resolu­
tion, the consistency is ensured. This property is not main­
tained in raster methods where a different number of neighboring
cells to be searched may result in a different slope line.

Another important contributing factor to the efficiency of the
proposed method is the design of the Contour Attribute Table
(CAT) in which lower and higher adjacent contours are listed.
This structure reduces processing time significantly because the
contour search in each iteration applies to a relatively small
choice set in the database and the termination of a slope line is
determined by a simple logical operation.

In digital topographic data, the chance for two line segments
to be of equal distance from a point is extremely slim. In this
unusual situation, the method arbitrarily connects the point to
the segment which has an end node closest to the point. Unless
additional local data are provided, this is the only feasible cri­
terion to be implemented in a vector method.

One must be aware of the limitation of the proposed method
due to the visibility check in the fourth step. Under normal
conditions, a slope line is terminated when its lower end node
has reached a contour which has no more lower neighboring
contours. Even when the last contour is enclosed as a local
depression, the slope line will be accurately terminated inside
the depression. The termination procedure, however, is limited
by the visibility check which may create a potential problem for
areas with many long, narrow, curving gullies where the actual
lower neighboring contour may not be visible. To solve this
problem, one has to either reduce the local contour interval, if
detailed topographic data are available, or enhance visibility by
implementing a subprogram for automated generation of inter­
mediate contours such as the method proposed by Paled et al.
(1989).

Edge effect presents an inevitable problem for the application
of the proposed method. Unless additional topographic data
beyond the map coverage are available, correction procedures
do not guarantee more accurate results. The only suggestion is
to extend the boundary of the map coverage and avoid assign­
ing origins from areas near map borders.

As mentioned before, the elevation data can be systematically
organized into either digitized contours or TIN. The method
presented here is based on digitized contours to take advantage
of compact storage. It is important that, in a further study, a
vector method based on the TIN structure be developed and
compared with this method in order to construct the most ef­
fective vector method for terrain analysis.

The current TIN coverage contains the topographic and to­
pological information needed for detecting slope lines, includ­
ing the locational characteristics, slope gradient, and aspect
(compass direction of slope) of each triangular facet. In general,
the TIN method of slope-line detection may be constructed in
the following procedure. For any location specified as the origin
of a slope line, the triangle in which the point is located is
identified. A straight line starting at the origin, parallel to the
slope aspect of the triangle, and ending either at the intersection
between the parallel line and the edge of lower elevation, or
the lowest vertex of the triangle, defines the segment of the
slope line in that triangle. The end point is then treated as the
next starting point. The procedure continues until a flat trian­
gular facet or a depression at a vertex is reached. To develop
such a TIN method, two stumbling blocks must be removed
first.

First, triangular facets have been considered unnatural in rep­
resenting the Earth's surface (e.g., see Figure 7). Segments of
slope lines defined on the triangular facets tend to reflect the

same unnatural pattern and often produce disturbingly sharp
angles between segments. Even when the segments are modi­
fied by a spline function, the smoothed lines still meander un­
naturally on the surface.

Second, the operational procedure of the TIN approach is
complicated by the fact that a TIN coverage consists of several
relational data files. For instance, in ARC/INFO, seven relational
files are used to carry the topological and topographic infor­
mation of a TIN coverage, including the TIN environment file
(ENV), the file of convex hull (HUL), the file of edges (EDG), the
file of vertices (NOD), the file of X- and Y-coordinates (NXY), the
file of elevation data (NZ), and the polygon attribute table (PAT)
which contains the slope gradient and slope aspect (Environ­
mental Systems Research Institute, 1987). Basic inquiries in slope­
line detection, such as whether the downslope segment reaches
an edge or a vertex, or which adjacent triangle will be consid­
ered in the next iteration, require additional logical operations
in searching through these files. Clearly, the development of a
TIN method of slope-line detection requires that the current data
structure be reconstructed for efficient processing.

CONCLUSIONS

The capability of detecting slope lines in vector-based GISs is
useful for a variety of surface analyses. This study was con­
ducted for the u.S. Forest Service in an effort to develop effi­
cient methods for identifying most likely paths of landslides
and deposition sites. Given potential locations of slope failure,
the method can be used to identify the paths and deposition
sites in seconds, thereby allowing for quick implementation of
protective measures. Even at the planning stage, zones of merg­
ing paths may be delineated by assigning multiple spots of or­
igin, which may pinpoint areas of highest priority for slope
conservation. In another possible application, a hydrologist may
overlay a contour coverage with a lattice of points in order to
generate slope lines from all sites on the surface. The slope lines
identify the pattern of overland flow and potential areas of ex­
cessive runoff during a major storm.

The proposed method requires that topographic data be or­
ganized in digitized contours. At present, the contour method
utilizes a more compact data structure and thus is more effective
than the alternative TIN approach. A recommended further study
is one that reconstructs the TIN data structure and develops an
effective TIN method of slope-line detection. A careful compar­
ison between the contour method and the TIN method should
determine which approach is more effective for terrain analysis
in vector-based GISs.

It is also important to carry out a comprehensive comparison
between vector methods and raster methods. The result of such
a comparison has important implications to GIS developers. Be­
cause slope-line detection represents a basic problem in a wide
range of spatial analyses, if vector methods are proven to be
more efficient, the future development in vector GIS must em­
phasize the implementation of the most effective vector meth­
ods for specific research problems in surface analysis. Otherwise,
the strategy in developing GIS technology must be focused on
building efficient algorithms for raster-vector data conversions.
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Reunion in the Planning Stage
U.S. Naval Aerial Photographic Interpretation Center

1992 marks the 50th year since the founding of the U.S. Naval Aerial Photographic Interpretation Center. A reunion of all
graduates of the Navy Aerial Photographic Interpretation Center is being planned for 8-12 May 1992 in San Francisco, California.

For further information, please contact:
Richard De Lancie, 1370 Taylor Street, ± 10, San Francisco, California 94108-1031

tel. 415-885-6271; fax 415-Y29-4747




