
Accuracy of SPOT Digital
Elevation Model and Derivatives:
Utility for Alaska's North Slope

Kathryn Connors Sasowsky
Office for Remote Sensing of Earth Resources, Environmental Resources Research Institute, The Pennsylvania State University,
University Park, PA 16802
Gary W. Petersen
Office for Remote Sensing of Earth Resources, Environmental Resources Research Institute, and Agronomy Department, The
Pennsylvania State University, University Park, PA 16802
Barry M. Evans
Geo Decisions, Inc., Lemont, PA 16851

ABSTRACT: SPOT (Systeme Probatoire d'Observation de la Terre) data are a valuable source of terrain information,
especially for areas of the world which are not covered by large-scale topographic maps. Numerous investigators have
developed algorithms to produce digital elevation models (OEMS) from SPOT and have evaluated their accuracy. This
investigation not only evaluates the accuracy of a portion of a SPOT OEM but evaluates products derived from it; namely,
slopes, aspects, and thickness of thaw layer. A OEM, purchased from STX corporation, was created from an image pair
with less than optimum difference between image acquisition angles at a study site in northern Alaska. Root mean
square (RMS) errors for elevations were 19.3m and 13.7m and for slopes were 2.7 percent to 4.0 percent. Aspects agree
in general slope orientation. Even though the area had relatively low relief (-250m within a -25km' area), the SPOT­
derived OEM provides sufficiently accurate ground elevation, slope gradient, and aspect data for use in ecosystem
investigatons. A predictive map of thickness of thaw created from a SPOT-derived OEM was comparable to one created
from a very large scale (1:6000) OEM.

INTRODUCTION

L ARGE-SCALE topographic maps are not available for many
areas of the world. To create these maps, it is necessary to

compile stereoscopic imagery and/or survey the land surface.
Prior to the launch of the SPOT-I, stereo pairs were provided by
overlapping aerial photographs. Generating topographic maps
or digital elevation models (OEMs) from satellite data is more
automated than producing topographic maps from aerial pho­
tographs and less labor intensive than ground surveying. Fur­
thermore, the data are also in a form that can be easily
incorporated into a geographic information system (GIS).

Numerous investigators have developed and evaluated al­
gorithms to create OEMs and estimate elevations from SPOT (Arai
et aI., 1988; Brockelbank and Tam, 1991; Chen et aI., 1988; Day
and Muller, 1989; Gugan and Dowman, 1988a, 1988b; Forster
et aI., 1988; Fukushima, 1988; Hanaizumi et aI., 1990; Hartley,
1988; Koizumi et aI., 1988; Ley, 1988; Millot and Pascand, 1988;
Priebbenow and Clerici, 1988; Rodriquez et aI., 1988; Rosen­
holm, 1988; Simard et a!., 1988; Swann et ai., 1988; Theodossion
and Dowman, 1990; Thormodogard and Feuguay, 1988; Veen­
stra and McMaster, 1988; Vincent et aI., 1988). This investiga­
tion, therefore, did not focus on these algorithms, but instead,
centered on evaluation of a commercially produced SPOT OEM.
Details of the algorithm used are not available because software
is proprietary. According to STX, the process initially outputs a
precision orbit and imagery for which the only differences are
due to terrain parallax. Using a series of correlation apertures,
whose width and spacing varies with processing stages, the
terrain parallax is converted to an elevation measurement (M.
Labovitz, personal communication, 1989). Eight control points
from survey data were used in the creation of the OEM. No other
details of the procedure are available.

Reported elevation accuracies of OEMs from SPOT range from

PHOTOGRAMMETRIC ENGINEERING & REMOTE SENSING,
Vol. 58, No.6, June 1992, pp. 815-824.

root-mean-square (RMS) errors of 304m in low-relief areas with
a base-to-height ratio of 1 (Rodriguez et a!., 1988), to 101.6m in
mountainous areas with a base-to-height ratio of 0.52 (Fuku­
shima, 1988). Elevations have been interpolated to various grid
sizes from 10m (Simard et a!., 1988; Vincent et a!., 1988) to 100m
(Dowman, 1988; Ley, 1988) with no consistent relationship be­
tween elevation accuracies and grid cell size. Factors such as
base-to-height ratios of the original stereoscopic SPOT images,
the quality of the images (e.g., amount of cloud cover), terrain
relief, availability of control points, and algorithm design affect
elevation accuracy of OEMs created from SPOT. Higher base-to­
height ratios and more control points generally yield more ac­
curate elevation measurements (Gugan and Dowman, 1988).

OEMs created from SPOT may be useful sources of topographic
maps or digital elevations at scales of 1:24,000 to 1:50,000 based
on reported accuracies (Cooper et a!., 1987; Westin, 1988; Wilson
and Robertson, 1990). A key question, however, is will any
errors in the data affect resulting applications? In other words,
what is the actual utility of SPOT OEMs given their known level
of accuracy? Any use of the elevation data will contain all the
errors of the OEM, but depending on the application, these er­
rors mayor may not have much affect on the derivative prod­
ucts. This paper evaluates the accuracy of a portion of a SPOT
OEM relative to reference OEMs and the accuracy of derivative
products, specifically slope and aspect, and demonstrates one
application for the North Slope of Alaska.

UTILITY OF A OEM FOR ALASKA'S NORTH SLOPE

In much of Alaska, as in other remote area throughout the
world, detailed topographic maps and/or stereoscopic aerial
photographs are not available. For example, as of 1986,1:25,000­
scale maps of Alaska were in progress but not complete (Brooks
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and O'Brien, 1986). Having a ready source of topographic data
for area where detailed data do not exist should be welcomed
by geologists, ecologists, land use planners, and others. The
digital form of the SPOT data enables them to be readily input
to a GIS where large areas can be processed; digitization of el­
evations from maps or aerial photographs, in contrast, can be
labor intensive for large areas.

OEM data in Alaska and similar areas have been used in land­
use/land-cover mapping (Shasby and Carneggie, 1986; Fleming,
1980), vegetation mapping (Talbot and Marko~ 1986 and 1988),
and in compensating for terrain effects on remotely sensed re­
flectances of snow (Dozier, 1989). They have also been used in
correlation studies involving ecosystem variables such as veg­
etation cover and depth of thaw in a GIS (Evans et aI., 1989a,
1989b). Numerous investigators have noted how topography
controls permafrost distribution (Brown, 1965; Bird, 1967; Brown
and Pewe, 1973; Ferrians and Hobson, 1973; Dingman and Koutz,
1974; Morrissey et aI., 1986). The distribution of permafrost is
critical in engineering planning and design as well as oil and
gas exploration activities. Topography also controls vegetation
distribution and growth as it is related to snow drifting, inso­
lation, water availability, and depths of thaw (Bird, 1967; Vi­
ereck and Cleve, 1984; Evans et aI., 1989a, 1989b; Dingman and
Koutz, 1974).

In this investigation, we present an example application of
OEM data in an arctic ecosystem. Field data for depth to
permafrost were collected in June and August 1987 at 110
locations, representing minimum and maximum thaw during
the growing season. The difference between these is termed
thaw thickness and represents the magnitude of the change
in the active layer during that summer. As such, it is a mea­
sure of soil wetness and trafficability during the summer.
Several years of field-collected thaw thicknesses should be
used in a predictive model to estimate areas that are most
likely to have poor trafficability during the growing seaso.n
and, hence, an increased potential for soil disturbance. In thIS
example, a single year was evaluated solely to demonstrate
the utility of the technique. The technique involves correlat­
ing slope, aspect, surficial geology, and vegetation cover with
thaw thickness. Thaw thickness estimates from the SPOT-de­
rived and two map-derived OEM data sets are displayed to
show how OEM accuracy affects such predictions.

The study site is located on the North Slope of Alaska near
the Kuparuk River in the northern foothills of the Brooks Range,
approximately 120 km southwest of Prudhoe Bay (Figure 1).
The area (- 25km2) is moderately diverse topographically, ex­
hibiting large, relatively flat floodplain areas (0 to 5 percent
slope) with upland slopes ranging from moderately sloping (6
to 10 percent slope) to sloping (11 to 31 percent slope). A mod­
erate range of aspect (predominantly west-facing, with mod­
erately large areas of flat, northeast, northwest, and southwest
facing slopes) and moderate local relief (750 to 1000m) is also
represented. There are few steep areas, and slopes in the area
are generally long (500 to 1000 m) and relatively gentle (s 10
percent). This area has diverse vegetation types within a tus­
sock/tundra type ecosystem (Walker et aI., 1987), which is one
of the most widespread circumpolar ecosystems closely asso­
ciated with Alaskan energy resources.

The study site is a designated U.S. Department of Energy
(OOE) research area which has been intensively investigated by
several universities under the auspices of OOE's R40 (Response,
Resistance and Resilience to, and Recovery from, Disturbance
in Arctic Ecosystems) program. The site provides an opportu­
nity to test (within this small subset of the SPOT scenes) the
suitability of SPOT as a data source for pr~ducing elevati.on an?
derivative data sets that may be useful In ecosystem Investi­
gations.

DATA SETS AND PROCESSING
The ability to "point" on-board sensors upon command at

anywhere up to plus or minus 27 degrees off-nadir provides
the possibility for acquiring relatively high-resolution stereo­
scopic data with SPOT over large geographic areas (Chevrel,
1981). The level1A SPOT panchromatic, stereoscopic image pair
used in this study was collected on 21 June 1987 at an incidence
angle of 22.7° left of nadir and on 23 June 1987 at an incidence
angle of 3.30 right of nadir (Figure 1) to approximately coincide
with field data collection efforts. The SPOT data, collected only
two days apart, were relatively cloud- and haze-free. Although
the 23 June image was not collected at an ideal angle (Le., not
near the maximum incidence angle), the SPOT Image Corpora­
tion gave assurances that the difference between the angles of
the two images of the pair (26°) was sufficient, though not op­
timum (i.e., approximately half of the maximum difference pos­
sible), to provide a base-to-height ratio (0.48), large enough to
produce suitable stereoscopic data. Because it is difficult to ac­
quire snow- and cloud-free images over the study area, this pair
was used despite the low angle of the right image.

The OEM data, purchased from STX Corporation, was un­
packed and subset using VICAR (Video Imaging, Communica­
tions, and Retrieval) to exclude data outside the study area,
resulting in a 211,128-cell data set (each cell is 10m square).
Every cell of this subset of the STX OEM was compared with
reference data sets rather than with a limited number of check
points. The subset was reformatted and processed with EROAS
(Earth Resources Data Analysis Systems) and in-house soft­
ware.

Two reference data sets were used for comparison to the STX
data. One was a 1:63,360-scale u.s. Geological Survey topo­
graphic map (Philip Smith Mountains (C-4), Alaska) with a 50­
foot (lS.24-m) contour interval. The other was a 1:6000-scale
topographic map with a 5-metre contour interval; this was pro­
duced by North Pacific Aerial Surveys of Anchorage, Alaska
from 1984 low-altitude aerial photographs using six control points.
The contour lines of both were digitized, surfaced, and gridded
to lO-m cells; elevations were recorded to the even metre in
order to match the STX data. The OEM created from the 1:63,360­
scale map was interpolated from digitized points using a search
radius of 400m; a 200-m radius was used with the 1:6000-scale
map. Both OEMs were created using a linearly decreasing weight
for interpolated points as distance increases. Potential sources
of errors in these reference data sets include interpolation errors
in contouring the source maps and in OEM creation. Both maps
were in the Universal Transverse Mercator (UTM) projection sys­
tem as was the SPOT (STX) OEM. This allowed registration of the
OEMs based on the UTM coordinates; equal grid sizes for all data
sets allowed directly overlay. UTM coordinates of all data sets
were assumed to be accurate to at least within the size of the
cell (10m). The UTM coordinates used in digitizing were within
at most a few metres of those on the original maps.

Residuals were computed as the differences (positive and
negative) of each of the 211,128 cells between the reference data
sets (l:6000-scale and 1:63,360-scale OEMs and slopes) and the
test data set (STX OEM and slopes) using the EROAS ALGEBRA
program without rescaling the output file. An in-house program
was used to compute average positive and negative errors (com­
puted as the average amount of positive and negative errors for
the whole data set divided by the total number of pixels) and
root-mean-square errors. Aspects were evaluated with the ER­
OAS SUMMARY program which produces omission/commission
data for each slope orientation by comparing the data sets on a
cell-by-cell basis. .

These methods of evaluating SPOT OEM accuracy provided a
more complete check of this portion of the OEM (211,128 points)
than checking only a limited number of selected points; the
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FIG. 1. Location (A) and subset of SPOT Level1A (geometrically uncorrected/ungeoreferenced) panchromatic stereoscopic image pair (8), R4D study
site near TooJik Lake, Alaska. The box on the map of the study site and the coverage of each image shows the approximate boundaries of the digital
elevation model evaluated and displayed in subsequent figures.

SPOT OEM was evaluated at every point in the study area. This
approach allows comparison of this portion of the SPOT OEM to
other OEMs (the reference data sets) that might be used for eco­
system investigations in this area. In the North Slope of Alaska
the best topographic map generally available for comparison is
the 1:63,360-scale map. Because SPOT OEMs are reported to be
more accurate than this, as previously discussed, a fair evalu­
ation should use a reference data set that is at a higher reso-

lution than SPOT. In the R40 study area this high resolution data
need was met by the 1:6000-scale map. This latter map provided
a very accurate OEM for evaluating a portion of the SPOT OEM
at this study site.

RESULTS AND DISCUSSION

The STX OEM (Figure 2) was compared to two reference data
sets, the 1:63,360-scale and the 1:6000-scale map-derived OEMs.
These are referred to as the IS-m C.L (contour interval) and the
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FIG. 2. Elevation class map derived from the SPOT image pair displayed
in Figure 1.

TABLE 1. ELEVATION ERROR SUMMARY.

STX vs.5mC.1. STX vs.15mC.1. 15 vs. 5m C.1.

error range(m)= -13 to +48 -10 to +35 -21 to +25
portion of data sets that:

agree exaetly(%)= 0.4 1.3 6.9
have negative errors(%)= 1.8 2.6 16.6
have positive errors(%)= 97.8 96.1 79.5

average error per pixel:
negative(m)= -0.1 -0.1 -0.8
positive(m)= 17.9 12. 6.6

root mean square error(m) 19.3 13.7 9.
mean error(m)= 17.5 12.5 - 1.
std. dev. of error m = 18.5 13.5 14.1

5-m C.r. OEMs, respectively. The STX OEM was evaluated by
measuring the difference between it and the two reference data
sets. Any differences are referred to as errors in the STX OEM,
although it is recognized that the reference data sets could ac­
tually be the data sets in error.

ELEVATIONS

Differences between the STX OEM and the 5-m C.r. and 15-m
c.r. OEMs are summarized in Table 1 and Figures 3 and 4. The
errors approximate normal distributions (Figure 4). The two ref­
erence data sets are obviously different; the 5-m c.r. data set is
assumed to be most accurate due to the higher resolution (ver­
tical and horizontal) of the original source map used to create
this data set. Based on this assumption, the errors of the 15-m
c.r. OEM are presented (Table 1 and Figure 4). The errors be­
tween the 15- and 5-m c.r. OEMs are slightly bimodal with modes
at 2-m and ll-m error. This is interpreted to mean that, al­
though many of the differences between these data sets are
minimal (near 2-m error), there are still a substantial number of
errors less than but approaching the contour interval of the 15­
m c.r. OEM with a slightly greater number that are near the
difference between the two contour intervals (10m).

The STX OEM is biased toward higher elevations (mostly pos­
itive errors) but is not systematically higher (Le., elevations are
not clearly offset by a constant) than either reference data set.
The 15-m c.r. OEM is more biased toward higher elevations than
is the 5-m c.r. OEM. This bias could be the result of a combi­
nation of systematic error and noise. Elevation errors are great­
est in the STX OEM at two small, steep bedrock knobs in the

northeastern part of the data set and lowest in flatter areas. The
paucity of control points in remote area such as this could be
responsible for the elevation errors. The STX OEM is in error by
3 to 4 contour intervals as compared to the 5-m C.r. OEM, and
less than one contour interval as compared to the 15-m C.r.
OEM. The difference between the 5-m c.r. and 15-m c.r. OEMs
is important to note because many reference topographic maps
may be no more accurate than the 15-m c.r. OEM. Although it
is recognized that "elevation errors" could actually be registra­
tion/positional (x,y) errors, no independent source (e.g., addi­
tional survey points that are unambiguously identifiable on the
SPOT image which were not already used in the STX OEM crea­
tion) was available to evaluate this.

SLOPE GRADIENTS

The STX OEM-derived slope was compared to the reference
OEM-derived slopes. Slope gradients computed from the SPOT
OEM approximated those from the 5-m and 15-m C.r.-derived
OEMs, although small areas of steep slopes present on the ground
were not present in the SPOT OEM slope data. Errors in the STX
OEM-derived slopes (Figure 5), as compared with the 5-m and
15-m c.r. OEM-derived slopes, are summarized in Figure 6 and
Table 2.

The slope gradients do not form a continuous range in values
as is present on the ground; on the contrary, some classes are
very frequent while other classes are empty (Figure 5). Slope
errors reflect this also (Figure 6). This is especially true of slopes
less than 10 percent. The SPOT OEM represents much more of
the area as flat than really exists. The data also appear to be
"stair-stepped" when in actuality there are subtle changes in
slope gradient. Not surprisingly, Digital Terrain Data and Dig­
ital Elevation Models have been reported to be less accurate in
areas of gentle slopes and complex relief than in steep areas
(Carter, 1988). The vertical increment recorded for all OEMs in
this study is 1m because that is the increment provided by STX.
This increment has an impact on slopes computed in low gra­
dient areas. Because the cells are 10-m square, any slope less
than 10 percent (1m rise/10m run "100) in the principle direc­
tions or 7 percent (1m/(10m " y'2) "100) in the diagonal direc­
tions will be calculated by the EROAS SLOPE program as 0 percent
or flat. This produces the "stair steps." There are at least three
solutions to this artifact. One is to record the elevations to an
accuracy of O.lm (as the U.S. Geological Survey does for its
large-scale OEMS). A second solution is to calculate the slope
over a larger window (e.g., 10 cells length); this solution, how­
ever, may be problematic due to variability in elevations within
such a large window. The third solution, similar to the second,
is to enlarge the cell size. There is some justification for this
approach. Peuker et al. (1976), for instance, report that elevation
data should be gridded in OEMs to a grid cell size of 4.29 times
the contour interval of the original source map for the OEM. As
stated by Peuker et al. (1976), "Any grid spacing less than this
would clearly imply redundancy, since it would appear of being
capable of giving a precision higher than that of the source map
(which is impossible)." Thus, for a contour interval of 5m (for
the 1:6000-scale OEM), the cell should be 21.45m, and for a con­
tour interval of 15.24m (for the 1:63,360-scale OEM), the cell should
be 65.38m.

Because the grid cell size was thought to affect slope gradients
and aspects as evidenced by the stair-stepped slopes, all OEMs
were regridded. The STX OEM was gridded to 20-m and 70-m
cells for comparison with the 5-m c.r. (gridded to 20m) and 15­
m c.r. (gridded to 70m) data sets, respectively. Regridding was
done using the EROAS GCP, COOR02 and RECTIFY programs. Al­
though the program was not used to rotate or translate the OEMs
(as it is designed to do), these programs allow the OEMs to be
interpolated (nearest neighbor method) and resampled.

The results of the comparison of the 20-m grid cell, 5-m c.r.
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TABLE 2. SLOPE ERROR SUMMARY.

OEM-derived slopes with the 20-m grid cell, STX OEM-derived
slopes and the results of the comparison of the 70-m grid cell,
15-m C.1. OEM-derived slopes with the 70-m grid cell, STX OEM­
derived slopes are summarized in Figure 6 and Table 2. The STX
OEM-derived slopes generally bracket the reference slopes_ Both
positive and negative slope errors are generally greatest in the
steepest areas and lowest in the flatter areas. Average per-pixel
errors are quite low (near 1 percent) and would have little im­
pact on most uses of the data. Exceptions to this are in local
areas of high slope (e.g., near the bedrock knobs). Because el­
evations are in greatest error near the steep areas (bedrock knobs)
and least near the flat areas, it follows that slopes would be in
greatest and least error, respectively, at these locations. Using

* Note: errors are not normally distributed except for the 70m cells (see
Figure 6).

STXvs.5mC.1. STXvs.5mC.1. STXvs.15mC.I. STXvs.15mC.I .
(10m cells) (20m cells) (10m cells) (70m cells)

error range(%)= -18 to +18 -16 to +13 -25 to +15 -8 to +10
pOFtion of data sets that:
_. agree exaetly(%) 46,8 30.8 46. 16.6

have negative errors(%)- 27,4 32.1 24.5 30.8
have positive errors(%)- 25.8 37.1 29.5 52.6

average error per pixel:
negative(%)- -1.4 -1. -1.3 -0.7
positive(%)- 1.3 1,2 1.5 1.4

root mean square error(%), 3.9 3. 4. 2.7
mean error'(%) -0.9 -1. -1.6 1.
std. dey. of error- % 9.9 8,4 9.7 5.5

FIG. 6. Frequency distributions of slope errors between STX, 5-m C.I., and
15-m C.1. OEMS for 10-m and 20-m/70-m cells.
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TABLE 3. CONFUSION MATRIX OF 10-M CELL-SIZED ASPECTS: (A) AGREEMENT BETWEEN STX AND 5-M C.1. OEM; AND (B) AGREEMENT BETWEEN STX
AND 15-M C.1. OEM. NUMBERS IN PARENTHESES ARE THE SUM OF THE NUMBERS (ACROSS THE Row) IN THE SHADED AREA, I.E., THEY REPRESENT

THE AGREEMENT PLUS OR MINUS ONE CLASS.

A

B

1 East Nonheasl North Northwest I West Southwest I South Southeast Flat
East 144.09(74.32)1 28.99 4.49 4. 141 2.70 0.33 0.00 1.24 14.01

Northeast 32.27143.94(82.47) 6.26 4.121 1.95 0.20 0.01 0.40 10.85

North 9.03 28.44 21.75(65.95) 15.76 8.30 0.83 0.05 0.97 14.87

Northwest 0.73 3.33 11.92 29.15(71.73)1 30.66 7.43 0.68 0.89 15.21

West 0.21 0.25 0.99 10.901 64.83(91.52)1 15.79 0.47 0.46 6.10

Southwest 0.63 0.72 0.84 9.34 61.54117.58(79.95) 0.83 1.01 7.52

South 22.45 9.44 5.10 12.501 10.20 3.32 3.83(19.91) 1 12.76 20.41

Southeast 62.44 9.87 1.83 2.111 0.351 0.70 1.90 11.49(75.83) 9.30

Flat I 8.63 11.66 6.93 16.801 20. 141 3.86 1.01 2.32 28.65

I East I Northeast I North Northwest West Southwest South Southeast Flat
East 52.73(80.72 25.04 2.49 2.32 1.01 0.10 0.42 2.95 12.95
Northeast 33.20 49.48(87.32) 4.64 1.69 0.95 0.09 0.05 1.05 884
Nonh 7.44 30.521 28.25(74.32)1 15.55 5.27 1.55 0.15 0.94 10.32
Northwest 2.50 3.20

~"W"
l,55125.50(67.63) 34.58 12.08 0.92 1.23 12.43

West 0.62 0.73 1.02 10.92 64.12(89,92)1"" 8S 029 0.31 7.10
Southwest 0.89 1.24 1.10 8.98 63.78 16. ) 0.64 0.29 7.02
South 4.00 1.00 9.00 18.00 11.00 14.00(32.00) 17.00 25.00
Southeast 22.08 26.77 4.70 4.20 1.10 \.lOb 10.39110.99(40.06) 18.68
Flat 6.75 11.49 7.81 17.44 22.81 4.81 0.83 1.68 26.37

TABLE 4. CONFUSION MATRIX OF 20-M AND 70-M CELL-SIZED ASPECTS: (A) 20-M CELL-SIZED DATA - AGREEMENT BETWEEN STX AND 5-M C.1. OEM;
(B) 70-M CELL-SIZED DATA - AGREEMENT BETWEEN STX AND 15-M C.I. OEM.

A

B

I East I NortheaSt I North Northwest I West SouthweSt I South SoutheaSt I Flat
East 52.39(79.48) 25.88 6.45 5.861 3.94 0.42 0.00 1.21 3.85
NonheaSl 28.11 49.78(86.61)1 8.72 5.551 2.64 0.25 0.04 0.38 4.53
Nonh 8.20 30.62123.74(73.67)1 19.31 11.76 0.63 0.00 0.72 5.03
Northwest 1.25 3.91 12.97133.82(81.89)1 35.10 6.34 0.87 1.27 4.48
West 0.37 0.43 1.27 10.77170.04(94.87) 14.06 0.61 0.80 1.63
Southwest 1.94 2.00 1.66 12.65 58.39 16.95(76.83)1 1.49 1.94 2.98
South 32.59 16.30 7.41 14.071 8.89 0.741 0.74(18.52) 17.04 2.22
Southeast 69.35 11.41 2.01 0.891 0.00 0.00 2.68111.86(83.89) 1.79
Flat 9.15 13.20 9.80 24.501 22.72 3.441 2.15 2.43 U.60

East Northeast I North I Northwest I West I Southwest South Southeast I Flat

East 53.92(78.83) 21.16 7.85 9.56 3.411 0.00 0.34 3.75 0.00
Northeast 22.70 60.22(89.89)1 6.97 4.27 4.04 0.00 0.00 1.35 0.45
North 7.27 30.10 16.26 9.001 0.69 0.35 0.35 0.35
Northwest 3.63 3.42"".;;,IW06?3Hl(78.42)1 37.82 9.83 1.50 3.21 0.00
West \.l3 \.44 205 ,~.62176.06(94.52)1 '8.84. 0.44 0.35 0.09
Southwest 0.70 0.00 1.41 7.04 75.35 12.68(90.85) 0-' . 2.82 0.00 0.00
South 0.00 33.33 0.00 33.331 0.00 g.O<{ 33.33(33.33) 0.00 0.00
Southeast 18.75 18.75 18.75 0.001 0.001 0a<;;*•• 25.00 18.75(62.50) 0.00
Flat 0.00 7.59 17.72 41.771 32.91 1 0.00 0.00 0.00 0.00

a larger cell size makes error distributions more normal and
decreases the error range, average per-pixel errors, and RMS
errors, but does not improve the portion of the data sets that
agree exactly. '

SLOPE ASPECTS

The lO-m, 20-m, and 70-m cell STX-OEM-derived aspects were
evaluated against the aspects derived from the reference data
sets by comparing the orientations of all pixels. Table 3 contains
the confusion matrices showing the commission-omission er­
rors and the degree of agreement between the 10-m data sets;
Table 4 contains confusion matrices for the degree of agreement
between the 20-m data sets and the 70-m data sets. The greatest
agreement is generally with westerly aspects and the least with
southerly aspects. The data sets are composed of predominantly

westerly aspects with few southerly aspects (Figure 7). In other
words, the most prevalent slope direction is very accurately
represented in the STX OEM-derived aspects, while the least fre­
quent aspects are poorly reproduced in the STX aspects. Overall,
the 20-m and 70-m data sets produce better matches with each
other than the lO-m data sets, although the results are similar
regardless of cell size. The exact slope orientation is not well
matched by the STX data except for west-facing slopes in some
cases. The general orientation, however, is well matched by the
SIX data for all orientations except the rarely present aspects in
some cases.

THAW LAVER THICKNESS

One application of OEM data is to integrate them into a GIS
and use them as a data layer in a predictive model. An example
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FIG. 7. Rose diagrams of slope aspect frequencies. Columns indicate
the cell sizes and rows indicate the OEM sources from which aspects
were computed.

of this type of application is demonstrated here with a simple
model that predicts thaw layer thickness. The model uses as
input a terrain unit layer (surficial geologic units, slope, and
aspect) and a vegetation layer. The terrain unit layer has 252
classes made up of combinations of twelve geologic units, three
slope classes (1 to 7 percent, 8 to 15 percent, > 15 percent), and
nine aspect classes (the four cardinal and four diagonal direc-

tions and undefined or flat); some combinations are not present
and thus are not classified. The vegetation layer has 19 classes
based on species combinations that are related to surface mois­
ture availability. The model assigns a thaw layer thickness to
each lO-m pixel based on correlations between surface mea­
surements of thaw layer thickness and terrain units and vege­
tation combinations.

All three data sets predicted a 50- to 100-cm thaw layer thick­
ness for a majority of the areas with a moderate area of 0 to 50­
em thaw layer thickness (Figure 8). In all data sets these areas
are generally in the same locations. If the 5-m C.l. DEM is treated
as the data set that would produce the most accurate predictions
of thaw layer thickness, then the STX DEM is more accurate than
the 15-m c.l. DEM. The 15-m C.l. DEM overpredicts small areas
of 200- to 250-cm thaw thickness, Le., the most active areas.
Further research is needed to evaluate if the model predictions
represent ground conditions.

SUMMARY AND CONCLUSIONS

SPOT can produce relatively high-quality DEMs at large scales
for large areas, even under less than optimum acquisition an­
gles (3.3° off nadir for the right image) and, hence, a low base­
to-height ratio (0.48). This SPOT DEM correctly depicts the long,
gently sloping topography of an area on the North Slope of
Alaska. The elevations are biased 12 to 18m higher in the SPOT
DEM than the two reference DEMs, but errors are not systematic.
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FIG. 8. Predictions of thaw layer thickness: (a) from STX OEM-derived slopes and aspects; (b) from 5-m C.I. OEM-derived slopes and aspects; and (c)
from 15-m C.1. OEM-derived slopes and aspects.
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Elevation errors at specific points (e.g., small, steep areas) can
be large but these areas are of very limited areal extent. Slope
gradients computed from the SPOT DEM average ± 1.5 percent
as compared to the two reference DEM-derived slopes. Errors in
slopes, as in the elevations, can be great in some areas (e.g.,
steep areas) and are lowest over the majority of this site which
has predominatly low slopes «5 percent). Slope aspects com­
puted from the SPOT and reference OEMs are predominantly
west-facing slopes. SPOT-derived aspects relatively accurately
reproduce the west-facing slopes but poorly reproduce the least
prevalent aspects.

For most of the world where other DEM data are unavailable,
SPOT OEMs can provide data to enable natural resource research­
ers to investigate relationships between topography and such
variables as land use, terrain effects on remotely sensed data,
and vegetation cover. In arctic ecosystems topography controls
snow drifting, insolation, water availability, and locations of
thaw; these, in turn, affect vegetation growth, trafficability, and
the potential for disturbance among other ecosystem variables.
A SPOT OEM was used with other digital data to predict thaw
layer thickness as a demonstration of the potential utility for
such data. Although data quality can be limited by snow and
cloud cover, SPOT OEMs still have great potential for extending
landform geometry investigations into areas such as the North
Slope of Alaska, where large-scale topographic maps do not
currently exist.
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