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ABSTRACT: The radiometric difference between forward and reverse scans in Landsat thematic mapper (TM) images,
referred to as "banding," can create problems when enhancing the image for interpretation or when performing
quantitative studies. Recent research has led to the development of a method that reduces the banding in Landsat TM
data sets. It involves passing a one-dimensional spatial kernel over the data set. This kernel is developed from the
statistics of the banding pattern and is based on the Wiener filter. It has been implemented on both a DOS-based
microcomputer and several UNIX-based computer systems. The algorithm has successfully reduced the banding in
several test data sets.

INTRODUCTION

BANDING, or differences between the forward and reverse
scans of the Landsat thematic mapper (TM), has been a prob

lem since the launch of Landsat-4 and has continued with Land
sat-5. The TM instrument acquires data by using a scanning
mirror system that collects data during both the forward and
reverse scans. Both scans collect 16 lines of data for TM bands
1 through 5 and 7 and four lines of data for band 6. The problem
is particularly evident over areas of very homogeneous re
sponse such as water, snow, or desert. It creates serious prob
lems for researchers conducting quantitative·studies over water
bodies. The banding is normally most prominent in TM bands
1 through 4 and in TM-A data sets where it occurs every 16 lines,
the number of lines in a forward or reverse scan.

Because banding is not entirely removed from these data sets
during ground processing, this research addressed the devel
opment of a technique for alleviating banding in TM-P data sets.
TM-A data sets are radiometrically corrected data sets, and TM
P data sets are radiometrically and geometrically corrected data
sets.

The sources of TM banding have been identified by numerous
studies associated with the evaluation of the radiometric and
geometric properties of the Landsat TM sensor (Barker, 1985;
Murphy et al., 1985). Unfortunately, most of these studies dealt
with A or pre-A data sets and not P data sets, the standard
geometrically corrected product. Because A data have not been
geometrically corrected, pixels generated by individual sensors
can be identified and corrected for sensor gain and bias. Un
fortunately, the resampling of A data to create P data causes
this individual detector information to be lost. However, be
cause researchers more frequently order geometrically corrected
P data sets, this research focused on correcting banding in P
data.

One source of radiometric variability is caused by a difference
in offset between the forward and reverse scan calibrations.
This effect is not correlated with the scene and may produce
scan differences of up to four digital numbers (ON). Another
source of banding is commonly termed "bright target over
shoot" or "bright target saturation." This is caused when the
detectors are scanned across a highly reflective target, such as
clouds or snow cover, followed by a sharp transition to a region
of lower reflectance. The detectors overshoot, which causes the
scan to be darker than adjacent scans (Barker, 1985).

PHOTOGRAMMETRIC ENGINEERING & REMOTE SENSING,
Vol. 58, No. 10, October 1992, pp. 1425-1431.

Malila and Metzler (1984) and Metzler and Malila (1985) noted
that, due to scan-angle effects, the values at the western edge
of the scene were higher than values at the eastern edge in TM
data. They attributed these differences to nonsensor related ef
fects such as atmospheric conditions. They also noted the dif
ference in values between the forward and reverse scans. This
was labeled "systematic droop" and occurred between the for
ward and reverse scans or approximately every 17 lines in P
data. The droop was modeled as exhibiting an exponential de
cay and lasted for up to 1000 samples.

Kieffer et aI. (1985) also noted the droop in bands 1 and 2
with a decay of approximately 1200 samples, in addition to the
effects of scanning across bright targets. Desachy et aI. (1985)
noted both the bright target saturation effect and the radio
metric hysteresis in their research with TM data. The effect was
most dominant in bands 1 and 2, and the saturation caused by
a snow field lasted up to 1000 pixels.

PREVIOUS EFFORTS TO REMOVE BANDING

Various methods of correcting -for the radiometric inconsist
encies in TM images have been proposed. These attempts can
be divided into two categories: the first deals with correction of
the A data and usually involves modifications to the individual
detectors gain and bias or in generating a correction model, and
the second category deals with the pattern as it exists in the P
data. These techniques revolve around filtering to attenuate the
banding.

Fusco et aI. (1986) developed models to correct radiometric
hysteresis, or overshoot/undershoot and droop, in Landsat TM
data. They only applied their model to the bands of the first
focal plane, bands 1 to 4, and used a decay time of approxi
mately 10 ms or 1000 samples.

Murphy (1986) explained the radiometric correction proce
dures that are employed in the Canada Centre for Remote Sens
ing Landsat production system. These procedures are used to
correct the effects of bright targets, such as snow or clouds,
which caused up to a 4-DN shift and had a recovery time of up
to 2000 pixels.

Engel et aI. (1983) evaluated the radiometric performance of
the TM sensor, noting the forward-reverse scan differences, and
calculated fixed offsets to be applied to the first and last part of
each forward scan.

Fischel (1984) found that using scan dependent biases would
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where Sim(Y) is an estimate of the co.rrect data at location y and
"." denotes convolution. Choosing the minimum mean square
error criterion results in the well-known Wiener filter with the
corresponding covariance equation: Le.,

problem in one dimension. Although there are occasions when
the noise pattern has a horizontal component, the algorithm
developed can handle these situations with a simple modifica
tion. Therefore the observation at any point in the TM image
may be described as

(4)

(3)

(2)

(1)v(y) = Sim(Y) + n(y)

where Kvv(y) is autocovariance of observation and K,v(y) is cros
scovariance of the image and observation.

To form these covariance functions, it is assumed that the
image data are independent of the noise. This assumption is
reasonable if the banding pattern is caused by sensor miscali
bration, but, when it is caused by bright target overshoot, there
is an obvious correlation of the noise with the image. This prob
lem can be resolved because the filter is only applied to those
regions of the image where banding is objectionable and not
across sharp transitions caused by bright targets. Thus, within
the regions where the filter is applied, independence of data
and noise is justified. Application of these ideas results in

where v(y) is observed data; Sim(Y) is actual image data; n(y) is
banding noise; and the argument y indicates vertical position
within a column of data or across the scan lines.

The third point expressed above indicates that banding is
observed only at those image locations where the local image
variance is also very small, which results in a low signal-to
noise ratio (SNR). Because the banding amplitude is less than 4
DN peak-to-peak, the corresponding variance is less than, or
equal to, 4. As a result, banding is only observable over low
variance, homogeneous regions. Therefore, the banding re
moval filter need only be applied to these areas; in other areas
it is assumed that the SNR is large enough so that the noise
component is negligible compared to the image data. Applying
a filter in these regions may be counter productive in that some
image detail may be removed along with the noise.

A one-dimensional linear filter, h(y), is desired which mini
mizes the error between the observation and the true data value:
Le.,

where Kim(y) is image autocovariance and Kn(y) is banding au
tocovariance.

An expression for the banding autocovariance function can
be developed by considering one column of data in which the
banding pattern is prominent. Removing the image data and
plotting the residual noise as a function of position would es
sentially yield a square-wave pattern. Positive peaks of the square
wave correspond to the alternating higher intensity scans, and
negative peaks correspond to the lower intensity scans. The
period of the square-wave is twice the width of a scan, usually
about 34 pixels (because of resampling), and the amplitude (A),
one-half of the peak-to-peak value, would then typically range
from 0.5 to 2 DN. By assuming that the phase of this waveform
is uniformly randomized over one period, the autocovariance
for the banding becomes a triangular waveform with a period
equal to twice the width of a scan. The positive peak is centered
at the origin with a value equal to the square of the square
wave amplitude.

Many different image models could be used to generate the
image autocovariance function. The key issue here is that the

reduce detector-to-detector, scan-to-scan, and multi-scan strip
ing in TM images, but also noted the bright target saturation
effect reported by other researchers. Recovery from the phe
nomenon was reported to take approximately 1000 pixels.
Methods that involve gain and bias adjustments between for
ward and reverse scans assume that the user has geometrically
uncorrected data (pre-p data) which is often not the case. His
togram modification methods also make this assumption (Poros
and Peterson, 1985).

Because of the large size of the data sets (one Landsat TM
scene requires approximately 250 MB of disk space), a compu
tationally efficient algorithm is desirable. This means that trans
formation-based methods, such as principal components or fast
Fourier transform approaches, may not be adequate. Trans
forming an image of this size into the frequency domain, per
forming some type of correction, and transforming the image
back into the spatial domain is not feasible on most computer
systems.

Because pixel values change not only between the forward
and reverse scans but also along scans, the selected correction
method must work on individual pixels and be based on local
statistics. Methods that adjust entire lines of data are not as
useful.

Srinivasan et al. (1988) proposed a spatial filtering method
based on an average power spectrum. By averaging the spectra
of vertical columns, those frequency components due to band
ing can be observed. By using smoothing and windowing op
erations, the peaks are isolated and then inverse Fourier
transformed to produce a one-dimensional convolution kernel.
Applying the kernel to an image reduced the banding pattern.
Extending the same technique to two dimensions produced bet
ter results.

Another spatial filtering approach for TM-P data has been sug
gested by Crippen (1989). A three-pass operation was per
formed on the image that separated the banding pattern from
the image data. The first pass was a 101-pixel averaging filter,
horizontally oriented. Next, a filter using a vertical window
averaged the data over 33 pixels. Subtracting this result from
the first horizontal averaging step yielded a high-pass filter. For
the third filtering operation, a low-pass filter was applied to the
output of the second step. At this point, the banding was sub
stantially isolated from the image and could be subtracted from
the original.

Linear spatial filtering blurs edge information contained in an
image (Gonzalez and Wintz, 1977) because edges contain en
ergy at all frequencies. By removing some of these frequency
components through a linear filtering operation, edges that were
originally sharp become blurred. Both of the methods - Srini
vasan and Crippen - discussed above are linear filters and
therefore may blur edges. Crippen has noted this and suggests
using thresholding, based on local statistics, to overcome this
problem.

DEVELOPMENT OF A FILTER TO REMOVE BANDING

The development of a filter to correct banding is independent
of the original cause of the banding. The banding occurs
throughout the entire image, although it is most prominent in
areas of low reflectance. The causes and effects of banding in
dicate that the correction method must depend on local statis
tics. To generate an appropriate filter, several observations of
the banding phenomenon should be made:

• Banding noise is additive.
• Banding is predominantly vertically oriented and periodic.
• Banding noise variance is very small.

The first point allows modeling of the banding as a simple signal
plus noise problem. It is assumed that no blurring of the image
data has occurred. The second point allows approaching the



adjacent scans. Subsequent columns show filter coefficients that
may be used for filters covering 5 to 11 scans. In both tables,
the coefficient values have been normalized so that level shift
ing does not occur when the filters are applied; that is, the sum
of all filter coefficients equals unity.

When the filter coefficients have been attained, a procedure
must be developed to apply the filter only to image regions
where the banding pattern is objectionable; that is, regions where
the image variance is of the same order as, or smaller than, the
banding variance. One approach is to apply a threshold to the
difference in value between the center pixel in the filter window
and pixels located at other nonzero coefficient positions. If the
difference in value between the center pixel and a pixel located
at a nonzero coefficient in the window is less than the thresh
old, that pixel is included in the calculations. If the difference
is greater than the threshold, then that pixel is not included.
As an example, consider a filter with a nonzero center coeffi
cient and two nonzero coefficients displaced from the center by
one scan width. At a given location in the image, if the differ
ence in value between the center and both end pixels is less
than the threshold, the filter is applied. If the difference is less
than the threshold at one end and greater than the threshold
at the other end, then the pixel at the end that exceeded the
threshold is rejected and the pixel value at the other end is used
in its place. If both ends yield differences that exceed the thresh
old, then the filter is not applied at that location and the center
pixel value remains unchanged.

As with all thresholding operations, proper selection of the
threshold is critical to success. Because the image variance has
been modeled above and the banding amplitude is known to
lie in a given range, one method to determine a proper thresh
old (T) is

U~ing typica~ values for the image variance and banding am
plitude (A) gIVes 2.5 S T S 10. For most images 3 S T S 5.

IMPLEMENTATION AND RESULTS

The algorithm presented was initially prototyped by using a
286-based microcomputer equipped with a frame grabber card
and transferred to a UNIX computer system under the Land
Analys~sSystem. The algorith~ ",:as implemented in the C pro
grammmg language. Image size m all the examples shown is
512 by 512 pixels. Typical total elapsed times to process a three
band image of this size are from 2 to 3 minutes.

Plate 1 is a Landsat TM-P scene over the Prince William Sound
area of Alaska. The image was obtained on 7 April 1989 (scene
Y4245720350XO) as part of the study of the Valdez oil spill. This
false-color composite (bands 4, 2, and 1) of quad 2 contains one
of the study areas, which is outlined by a rectangle. The study
area is a mixture of water and islands and the banding occurs
every 16 to 17 lines in this data set. Figure 1 illustrates the
"before" and "after" images for bands 1 to 4 and 6 of the study
area. The banding pattern is clearly present in the water re
gions. A 35-weight filter was used with a center coefficient value
of 0.5 and with a value of 0.25 at either end. Based on estimates
of image variance and banding amplitude, a threshold was set
at 5 by using Equation 6. The corresponding bands in the before
and after figures have been identically stretched. Residual pat
terns in the after images are detector miscalibration or noise.

Figure 2 is a profile of an area containing only water pixels,
the water area was averaged along scan to create a 512 by 1
pixel image for which a profile was generated. Both the before
(~igures 2a to 2e) and after ~Figures 2f to 2j) images were pro
filed. Note that the attenuahonof the banding patterns in Fig
ures 2a to 2e are at the same locations in Figures 2f to 2j and
that the mean values remain the same, but the variance has
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model m';lst describe an image region of very low variance where
the bandmg occurs. One model that has performed satisfactor
ily in a n~mber of applications represents the image as a first
order stationary Markov sequence Gain, 1981). The autocovar
iance function for this model is

(5)

where o7m is image variance and T is correlation coefficient
~O < T < 1.0). Ir:tage variance in regions where banding is prom
ment usually lies between 0 and 4. Typical values for T that
have yielded good results are 0.95 < T < 0.99.
Th~ expressio~s developed for the image and banding auto

cov.ana.nce functions can now be substituted into Equation 4,
which IS the~ solved for h(y). The length of the filter window,
although arbitrary, should follow some simple guidelines. Al
though ~he fundamental period of the banding is 32 pixels, it
usual~y IS so~ewhat larger because of the resampling process
used In creatmg P data, usually 34 pixels. The minimum filter
window should always cover an odd number of pixels so that
the resulting filter can be zero-phase. From the symmetry pres
ent i~ the banding pa~tern, fi.lter window sizes that are integer
~ultiples of the bandmg penod plus one pixel produce coeffi
cient. ,:alues that are all nearly zero. The exceptions are the
coeffiCient located at the center of the filter window and those
coef~cients at distances .from the center pixel that are integer
multiples of the scan Widths. In fact, the coefficients that are
near ze:o in v~lue are nonzero only because of the finite length
of the fl~ter w~ndow and computational accuracy. For example,
a 35-welght filter has only three nonzero weights, one in the
center and one at each end. The filter coefficients at the ends
have .the s~me v~lue beca~se o~ the symmetry present. Imple
mentmg ~hl~ parhcularl~Sized filter involves only two adds and
two multiplies at each plXellocation where the filter is applied.

Table 1 shows values of filter coefficients for 35-weight filters
as a.function o~ correlation coefficient, T, and SNR, Kim(O)/K,,(O).
!yplcally, SNR IS l.ess than unity in image regions where band
mg occurs. Equation 4 can be used to obtain filters that cover
more than just three adjacent scans. Table 2 shows filter coef
ficient values for filters having lengths that are various multiples
of the scan widths. In this table, T = 0.99 and SNR = 0.25, and
the first column shows the values for a filter covering three

TABLE 1. FILTER COEFFICIENTS AS AFUNCTION OF SIGNAL-TO-NoISE
RATIO (SNR) AND CORRELATION COEFFICIENTS (T).

SNR

0.1 1.0 10.0

T middle ends middle ends middle ends
0.90 0.50 0.25 0.58 0.21 0.84 0.08
0.95 0.50 0.25 0.56 0.22 0.80 0.10
0.99 0.50 0.25 0.52 0.24 0.64 0.18

TABLE 2. COEFFICIENT VALUES OF FILTERS OF VARIOUS LENGTHS
WHERE T Is 0.99 AND SNR Is 0.25.

Coefficient values
Coefficient position 3 5 7 9 11

(multiple of scan width) scans scans scans scans scans
0 0.50 0.77 0.83 0.89 0.83
1 0.25 0.25 0.16 0.12 0.16
2 -0.14 -0.16 -0.13 -0.16
3 0.09 0.13 0.09
4 -0.07 0.00
5 -0.002

T = 307m + 2A

1427
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PLATE 1. Landsat thematic mapper P scene over Prince William Sound, Alaska. The image (scene Y4245720350XO) was obtained on
7 April 1989 and is a color composite of bands 4, 2, and 1 of quad 2.

been reduced in the filtered image. The means and standard
deviations for the before and after profiles are presented in
Table 3.

To validate the model, a column of data from the water region
was extracted and the autocovariance function calculated. The
result, shown in Figure 3a, dearly indicates the triangular wav
eform for the noise model. Here, the SNR is so low that the
image autocovariance function cannot be viewed directly. Fig
ure 3b shows the autocovariance for the same column of data
after filtering. The triangular waveform due to the banding has
been removed. The small peak remaining at a lag of 17 in Figure
3b indicates individual detector offset noise. This noise is caused
by gain and bias differences between elements of the sensor
array.

Two other study sites were also selected in the United Arab
Emirates. The original Landsat scene, Y5130706134XO, was ac
quired on 29 September 1987: The first site, an area around Abu
Dhabi, is shown in Plates 2a and 2b. Plate 2a shows the banding
within the image, and Plate 2b shows the image after the tech-

TABLE 3. THE BEFORE AND AFTER MEAN AND STANDARD DEVIATIONS
FOR A WATER:A~EA IN THE PRINCE WILLIAM SOUND STUDY AREA.

Before After
standard standard

Band mean deviation mean deviation
1 61.4 0.95 61.5 0.53
2 18.8 0.70 18.9 0.38
3 14.85 0.73 15.05 0.26
4 8.6 0.60 8.8 0.37
6 73.3 1.26 73.5 0.50

nique has been applied. A second site, a desert area, is shown
in Plates 2c and 2d. Plate 2c shows the image before filtering,
and Plate 2d shows the image after bands 3, 2, and 1 were
filtered.

The filter operation is based on finding an average intensity
value for three or more adjacent scans. Because the filter only
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PLATE 2. Portions of Landsat thematic mapper image (scene Y5130706134XO)
acquired on 29 September 1987 over the United Arab Emirates. The study
areas are 512 lines by 512 samples. (a) Original bands 4,3, and 2. (b) Filtered
bands 4, 3, and 2. (c) Original bands 3, 2, and 1. (d) Filtered bands 3, 2, and
1.

FIG. 1. Portion of Landsat thematic mapper image (scene Y4245720350XO) over Prince William Sound area of
Alaska. Image area is 512 lines by 512 samples. (a) Original band 1. (b) Original band 2. (c) Original band 3.
(d) Original band 4. (e) Original band 6. (f) Filtered band 1. (g) Filtered band 2. (h) Filtered band 3. (i) Filtered
band 4. OJ Filtered band 6.

samples each scan at one location, an accurate reflection of the
average intensity of that scan is not always obtained. Because
of this, algorithm performance is better in low variance regions
such as water than in desert regions. Although the algorithm
retains edges with steps larger than the tolerance well, fine
details that fall within tolerance limitations may generate arti
facts in the filtered image. One approach that can be used to

reduce these effects is to use larger filter sizes covering several
scans.

CONCLUSIONS

An algorithm was developed that significantly reduces the
banding that is present in Landsat TM-? data. By modeling the
noise pattern as a strictly one-dimensional square wave, a very
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FIG. 2. Profiles of water pixels. The profiles represent an along scan average of a 500 line by 40 sample
window extracted from the Prince William Sound study area. (a) Original band 1: mean = 61.4, standard
deviation = 0.95. (b) Original band 2: mean = 18.8, standard deviation = 0.70. (c) Original band 3:
mean = 14.85, standard deviation = 0.73. (d) Original band 4: mean = 8.6, standard deviation = 0.60.
(e) Original band 6: mean = 73.3, standard deviation = 1.26. (f) Filtered band 1: mean = 61.5, standard
deviation = 0.53. (g) Filtered band 2: mean = 18.9, standard deviation = 0.38. (h) Filtered band 3:
mean = 15.05, standard deviation = 0.26. (i) Filtered band 4: mean = 8.8, standard deviation = 0.37.
(j) Filtered band 6: mean = 73.5, standard deviation = 0.50.

efficient spatial filter implementation can be developed by using
the minimum mean square error criterion. Because the noise
variance is very low, typically less than 4 ON, the filter only
needs to be applied where image variance is of the same order
such that the resulting SNR is small. These areas are identified
by applying a threshold to differences between the value of the
pixel being filtered and the values of the pixels within the filter
window that are associated with nonzero coefficients. The ra
diometric quality of both the Alaska and United Arab Emirates
scenes were improved with the use of the filter.

Efforts to improve the algorithm, and overcome the limita
tions described above, are being directed toward investigating
the advantages of a two-dimensional filter structure, more ac
curate modeling of the banding pattern to take into account the
resampling to P-data, and removal of any scene dependencies
from the filter parameters.
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FIG. 3. Autocovariance for band 3 of the Alaskan scene before filtering (a). Autocovariance
for band 3 of the Alaskan scene after filtering (b).
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