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ABSTRACT: In the assessment of image classification accuracy with the kappa coefficient, the degree of chance agreement
may be overestimated. Two kappa-like approaches which compensate more appropriately for the degree of chance
agreement are discussed. Deriving these coefficients for a classification error matrix which had a percentage accuracy
of 76.6 percent produced coefficients of approximately 0.69, higher than the kappa coefficient of 0.60. Because these
alternative measures make a more appropriate compensation for chance agreement, they may be more suitable for the
assessment of image classification accuracy than the kappa coefficient.
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COMPENSATING FOR THE PROPORTION OF CHANCE
AGREEMENT

FIG. 1. Calculation of the kappa coefficient, 1<, from a classification error
matrix given by Congalton et al. (1983).

Calculating the k. coefficient for the classification error matrix
illustrated in Figure 1 gives (0.7663 - 0.2500)/(1 - 0.2500) =
0.6884, substantially higher than the kappa coefficient of 0.6047.

Another approach is to exclude the cases that are easy to
claSSify which represent actual agreement, and so lie along the
main diagonal of the classification error matrix, from the cal
culation of the proportion of chance agreement and utilize only
the marginal probabilities for the cases that are hard to classify
in the calculation of the proportion of chance agreement (Aickin,
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The magnitude of p. as defined above, however, includes
actual agreement (Brennan and Prediger, 1981), or agreement
for cause (Aickin, 1990), in addition to chance agreement. Con
sequently, the magnitude of the kappa coefficient calculated
from Equation 1 will not reflect the proportion of agreement
present in a classification less chance agreement only. Where
the marginals are free (not fixed a priori), as is often the case in
an image classification, then the marginal proportion for each
class would be lin. Consequently, the probability of chance
agreement can be shown to be lin, and an index of classification
accuracy that could be considered as an alternative to the kappa
coefficient could be defined as Equation 2 (Brennan and Pre
diger, 1981); Le.,

INTRODUCTION

THE KAPPA COEFFICIENT

The kappa coefficient of agreement may be calculated from
Equation 1; Le.,

k = Po - p.
1 - p.

where Po is the observed proportion of agreement and p. is the
proportion of agreement that may be expected to occur by chance
(Cohen, 1960; Rosenfield and Fitzpatrick-Lins, 1986). The latter
is calculated from the row and column marginals of the classi-

"
fication error matrix from L P,(i)Pc(i), where n is the number

i-I

of classes. The kappa coefficient lies typically on a scale between
oand 1, where the latter indicates complete agreement, and is
often multiplied by 100 to give a percentage measure of classi
fication accuracy. Figure 1 illustrates the calculation of the kappa
coefficient for one of the confusion matrices used by Congalton
et al. (1983).

A QUANTITATIVE MEASURE OF CLASSIFICATION ACCURACY is
used typically to assess the quality of image classifications.

Many such measures exist, ranging from general indicators of
the proportion of cases allocated correctly by the classification
to measures designed for specific applications (Hay, 1979; Aron
off, 1985; Story and Congalton, 1986). While no single measure
is always appropriate for classification evaluation (Congalton,
1991), the kappa coefficient of agreement, k, developed by Cohen
(1960) and introduced to the remote sensing community in the
early 1980s (Congalton and Mead, 1983; Congalton et aI., 1983)
has become a widely used measure of classification accuracy.
Its popularity arises primarily because all elements in the clas
sification error matrix, and not just the main diagonal, contrib
ute to its calculation and because it compensates for chance
agreement (Rosenfield and Fitzpatrick-Lins, 1986; Campbell,
1987). The kappa coefficient has been considered generally as
representing the proportion of agreement obtained after re
moving the proportion of agreement that could be expected to
occur by chance. This brief article aims to show, however, that
the calculation of the proportion of chance agreement for the
calculation of the kappa coefficient may be overestimated, with
a resultant under representation of classification accuracy.
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1990). The kappa-like statistic, a, proposed by Aickin (1990) can
be derived from

and Aickin (1990) may be more appropriate than the kappa
coefficient.

Po - p.
a = 1 _ P
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where N is the total number of cases, r(i) is the total in row i,
and e(i) is the total in column i of the classification error matrix.
The statistic a is estimated by iteration until convergence is
achieved. The kappa coefficient and observed row and column
marginals are used as initial estimates for a, p" and PC' respec
tively. Using this approach, after addition of a pseudo-count of
1 divided equally between all the elements of the classification
error matrix to ensure convergence (Aickin, 1990), a was esti
mated to be 0.6925 for the data in Figure 1.

A number of other approaches may be used to provide mea
sures of classification accuracy which effectively compensate
more appropriately for chance agreement than the kappa coef
ficient. These include methods based on the quasi-indepen
dence concept (Goodman, 1975; Bergan, 1980) but these may
be more difficult to interpret (Aickin, 1990).

SUMMARY AND CONCLUSIONS

Of the many approaches that may be used to assess image
classification accuracy, the coefficient of agreement developed
by Cohen (1960) has been used widely because it utilizes all the
elements of the classification error matrix and attempts to re
move the influence of chance agreement. The degree of chance
agreement, however, may be overestimated in the calculation
of the kappa coefficient because it is derived from the observed
row and column marginals which include actual as well as chance
agreement. This has the effect of lowering the magnitude of the
kappa coefficient and so the apparent accuracy of the classifi
cation. Where users require a measure of classification accuracy
which indicates the proportion of agreement present after the
removal of chance agreement, then alternative kappa-like ap
proaches such as those discussed by Brennan and Prediger (1981)
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ANNOUNCEMENT

The American Society for Photogrammetry and Remote Sensing is pleased to announce the establishment
of its newest Outstanding Paper Award, the Intergraph Award for Best Scientific Paper in Spatial Data Standards.
The purpose of the Award is to encourage and commend those who publish papers in PE & RS of scientific merit in
the advancement of knowledge about spatial data standards and their value to the public and private sectors.

The Award includes a plaque, a hand-engrossed certificate, and a cash prize of $1,000. It will be given
annually with funds provided by the Intergraph Corporation.

For further information on this and other Society awards, please contact Mindy Saslaw, Awards Secretary,
at headquarters.

The deadline for nominations is November1, 1992.
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