
Two Algorithms for Determining Partial
Visibility and Reducing Data Structure

lnduced Error in Viewshed Analysis

Abstract
In geographic information systems, viewshed analysis is
used to calculate the arcas on a topographic mop that con
be seen from a specified set of locations. Grid cell ("raster")
based viewshed routines typicdly create binary map results,
in which each cell is listed as being entirely visible or en-
tirely not visible. Prior research has shown that sampling er-
rors in elevation data can reduce the accuracy of the
resulting visibility maps. This study demonsholes that fur-
ther enors may be introduced in binary viewshed ntaps by
the geometry of the raster data structure itself. 'lwo tech-
niques are illustrated for reducirtg data-structure induced er-
ror in viewshed analysis.

lntroduction
Within a geographic information system (cts), viervshed
analysis makes use of elevation data to detcrmine which
areas on a map can be seen from one or more locations. Such
analysis has many useful geographical applications. For ex-
ample, viewshed analysis can be used to determine the visi-
bi l i ty of proposed architectural projects and highway
construction (Fisher, 1990), to f ind the best locations for f i re
lookout towers in a rugged landscape (Travis et al., 1975), to
plan the least visible routes for military troop movements,
and to locate radar systems for maximum visibility of the
surrounding terrain (Goodchild and Lee, 1989).

Computer algorithms for viewshed determination require
a digital map of elevation data, generally referred to as a dig-
ital terrain model. Typically, elevation data are presented in
one of three formats: contours, raster grids, or tr iangulated ir-
regular networks (Burrough, 1986; Peucker and Chrisman,
1975; Goodchild and Lee, 1989). This study focuses on ras-
ter-based viewshed algori thms. Elevation data stored in raster
format is commonly referred to as a digital elevation model
(DEM). Within a raster onu (referred to simply as a DEM from
here on), each cel l  is assigned an elevation value that corre-
sponds to the average elevation of land within the cel l
(USGS, 1990). The two-dimensional matrix structure of a
DEM can be easi ly implemcnted and rnanipulated in com-
puter programs, and i t  is associated with a well-understood
in-rpl ici t  cel l  ordering scheme (Peucker and Chrisman, 1975).
As such, DEMs are well-suited to numerical analyses t leces-
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sary for calculating contours, slope angles and aspects, hil l
shading, basin delineation, and viewshed information'

An algorithm for generating a viewshed from raster ele-
vation data can be based on the calculation of slopes be-
tween different cells in the DEM. The determination as to
whether one cell (the destinationJ can be seen from another
(the source) can be accomplished by examining each of the
intermediate cells that lie between the two (the "line of
sight"). If the slope between the source and any_intermedrlte
cell in the l ine of sight is greater than the slope between the
source and the destination cell, then the visibil i ty between
source and destination is at least partially blocked (Figure 1)'

Although specific algorithms used by various raster-
based viewshed routines-are often more iomplicated (Felle-
man and Griffin, 1990), they rely on the same principles. All
result in binary viewshed maps, in which each cell is
marked as either visible or not visible. Figure 2 shows the
results of a standard binary viewshed calculation based on
sample elevation data. Considering the error present in most
digifal elevation data, however, the accuracy implied by atri-
naiy viewshed analysis may not be justif ied (Felleman and
Griff in, 1990; Fisher, 1991). To account for this problem,
Felleman and Griff in (1990J and Fisher (1992) propose a
method of calculating probabilistic visibility weights by gen-
erating and combining multiple viewsheds based on the ad-
dition of simulated error to the original elevation data.

Data-Structure Induced Errors
Error in the elevation data, however, is not the only potential
source of inaccuracies for binary viewshed maps calculated
from raster elevation data. Inaccuracies can also result from
Iimitat ions in the algori thms that analyze visibi l i ty between
cells in a raster grid. Such inaccuracies are referred to as
data-structure induced errors-they are caused by a fai lure to
properly account for al l  cel ls in the data structure that can
effect visibi l i ty between the source and destination.

The basic problem is as fol lows. The visibi l i iy between
the source and destination can be determined by checking al l

of the intermediate cel ls lying between the two. These inter-
mediate cel ls are tested to see i f  they block the view from
source to destination. In the case where the source and desti-
nation are located in the same row or column of the grid, a
single intermediate cel l  can block the view entirely (Figure

sa). In the case where the source and destination l ie diago-
nally to one another, however, a single cell may only block
pariof the view between the two, not entirely obscuring-the
l ine of sight (Figure 3b). In a standard binary viewshed, how-
ever, a destination cel l  with part ial ly btocked visibi l i ty is de-
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Figure 1. (a) Cross cut view of line of sight blocked by a hill. (b) Cross cut view of line of
sight principles generalized within a non-interpolated 'raster 

structure.

clared ejther entirely visible or entirely blocked. The degree
to which the cell is not entirely visible or blocked constitutes
data-structure induced error.

To reduce or eliminate data-structure induced viewshed
error, two methods for handling partial visibility are ex-
plored. The first method, "vector analysis," approximates
partial visibility measures for each cell. The second method,
"sub-cell binary analysis," subdivides each cell into visible
and non-visible areas.
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The Vector Analysis Method
The vector analysis method for determining visibility be-
tween a source and a destination cell begins by identifying
all intermediate cells that could potentially block the line of
sight between the two. This group includes all cells that fall
at least partially within the visible corridor between the
source and destination. These cells are then organized into
one, two, or three vectors: one vector if the source and the
destination are located on the same row or column in the
grid (Figure 4a); two or three vectors if the source and desti-
nation lie diagonally from one another (Figures 4b and 4c).
Each vector is then checked for cells that block the view be-
tween the source and the destination. Overall visibility for
the destination cell is approximated as

Visibility : # Unblocked Vectors/# Vectors.

For example, if there are two vectors and one is blocked,
the destination is marked as 1/2 visible (Figure 5a). If there
are three vectors and two are blocked, the destination cell is
marked as 1/3 visible (Figure Sb). The algorithm is summa-
rized by the following steps:

(1) Identify the set of cells between the destination and source
that need to be checked for visibility blockage.

(2) Divide the set of cells into one, two, or three vectors as ap-
propriate.

(3) Analyze visibility along each vector. Any vector with one or
more cells that block the view is considered blocked. AII
other vectors are considered visible.

(4) Calculate the visibility proportion as the number of visible
vectors divided by the total number of vectors-assign this
visibility estimate to the destination cell.

Determining the lntermediate Gells that Must Be Checked
Two steps are required to identify the set of cells between
the source and destination that must be checked.

(1) Determine the two parallel bounding lines that delimit the
visible corridor between the source ind destination.

(2) Find all cells that intersect the boundarv lines or lie en-
t irely within the boundary l ines. This i i  the set of cel ls
(the "intermediates") that must be checked for visibilitv
blockage.

In order to illustrate the implementation of these two
steps, the following notation must be introduced. Let the co-
ordinates of the center point and the corner points of a ge-
neric cell C be defined is shown in Figure o. Let S be tlie
source cell at which the viewer is located. Let D be the desti-
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Figure 2. (a) Sample elevation data used for viewshed cal-
culations. (b) A standard binary viewshed.
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Figure 3. Examples of an intermediate cell blocking the view betvveen the
source and destination (a) entirely and (b) partially'
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Figure 4, When the source and destination are located
horizontally or vertically from each other, there wil l be (a)
only one vector of cells between them' When the source
and destination are located diagonally, the area of cells
between them may be divided into (b) two vectors or (c)
three vectors.
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nation cell for which visibil i ty is being determined' Let L1
and L2 be l ines that bound the visible l ine of sight between
S and D. L1 is defined by the points 1,., and l ' ,,, and L2 is
defined by the points 12,1 and 12,r. -

To determine the endpoints of L1 and L2, we must check
the nosition of D relative to S. There are four possible orien-
tations: vertical, horizontal, positive slope, and negative
slope. Figure 7 illustrates examples of each of these orienta-
t ions.

As Figure 7 shows, if sx (the x coordinate of the center
of S) : Oi (tfre x coordinate of the center of DJ, S and D

are oriented vertically (they lie in the same column)' L1 is
assisned the endpoints 's2 ind d1,  and L2 is  ass igned the

cndio ints  s3 and d4 '  I f  sy = dy,  S and D are or iented hor i -
zonially (they l ie in the sime row). L1 -is then defined by

s3 and"d2, ut d tZ is defined by s4 and d1 ' If (sx - dx)(sy
- dy) > 0, S and D are oriented with a positive slope' L1 ̂
is defined by s2 and d2, and L2 is defined by s4 and d4' If
(sx - dx)(sy - dy) . 0, S and D are oriented with a n-eg1-
i luu r lopt .  L1 is  a is igned the endpoint -s  s1 and d1,  and L2
is assigned the endp-oints s3 and d3. Note that in each case
sho*n"in Figure z,b ancl S could be interchang-ed and the

same tests u id l inu endpoint  ass ignments would hold '
Once the endpoints of L1 and L2 have been determined,

the intermediate cells can be identif ied as follows' In the
case of vertical or horizontal orientation, the task is simPle:
all cells in the same column or row as S and D that fall be-
tween the trvo must be included. In the case of positive or
negative slope orientation, the alg.orithm is^more complex'-
To"determine the intermediates, the area of cells between S
and D are examined on a row by row basis (all rows between
and including y : sy and y : dy)' For eac.h-row' two cell
addresses are"determined: the left-most cell that is inter-
sected by L1 and the right-most cell that is intersected by L2

IFigure s). ftt" followirig pseudo-code demonstrates how this
-""u U. accomplished when S and D are oriented with a pos-

itive slope. This code relies on q slpple-l]1e intersection
routine ifot e*ample, see Goodchild and Kemp, 1990)): that
t q
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Figure 5. Determining the visibility proportion estimate using the vector
method,
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a = center ot C, detined by the coordinates (cx, cy)
c1 = (c1x, c1y) = (cx - kJz, cy - k/2)
c2 = (c2x, c2y) = (cx - W2, cy + k/2)
ca = (c3x, c3y) = (cx + kl2, cy + k/2\
c4 = (c4x, c4y) = (cx + W2, cy - k/2\

Figure 6.

left- and right-most are included. Some of these cells may in-
tersect L1 or L2 as well (but simply not be the left-most or
right-most to do so); others may lie entirely between Ll and
L2. The following pseudo-code demonstrates this stpn'

for  1 i  :  sy;  i  <  dy;  i+  +)
for 6 : left_x[i]; j  < right_x[i]; j+ +)

add (i, j) to the "intermediates";

Dividing the Group of Intermediate Cells into Vectors
Before discussing the method by which the set of intermedi-
ate cells is partitioned into vectors, the relationship between
S and D must be further specified. First, assume that S is lo-
cated at cell (1, i), where i represents the horizontal and i the
vertical position within the raster grid. Assume that m and n
are integers greater than 1. The terms horizontal, vertical,
near horizontal, near vertical, and diagonal are defined as
follows:

if ((sx < dx) and (sy < dy))
for (row : sy; row < dy; row+ +)

/* identify the left most x on this row */
if (row : sY)

left-x[row] = 5x;
etse

(xi, yi) : intersection (L1, y : row - kl2);
left-x[row] : xi;

/* identify the right most x on this row */
if (row : dy)

right-x[row] : f,x;
erse

(xi, yi) : intersection (L2, y : row + k/2);
right-x[row] : xi;

Once the lefi- and rieht-most cells on each row have
been identif ied, identifying the remaining cells is straightfor-
ward: on each row between sy and dy, all cells between the
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The steps required to divide the intermediate cells into
vectors can be summarized as follows:

(1) If S and D are located verticaliy or horizontally from one
another, construct a single vector of cells between the two
f r p f p r  i n  F i o r r r p  4 a

(2) If S and D are located near vertically or near horizontally
from one another, divide the intermediates into two side-by-
side vectors I',.r, and I","1,, frefer to Figure 4b).

(3) If S and D are located diagonally from one another, divide
the intermediates into three vectors (refer to Figure 4c) as
follows:
(a) Create the I'.L and I,,*1, vectors as explained below.
(b) Assign the remaining intermediates to I..,r.".

Vertical
Horizontal
Near Vertical
Near Horizontal
Diagonal

Source
Location

(i, j)
(i, i)
t i , i )
(i, i)
(i, i)

Destination
Location

( i , j * n )
( i + m , j )
( i + 1 , j ! n )
( i  +  m  i  +  t )I  '  - t

f i + m  i + n l
I  -  . . )
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Test:
S x = d X

Test:
s y = d y

Test:
(sx-dx) (sy -dy ) >0

Test:
(sx'dxXsy-dy)<0

Endpoints:
1 1 , 1  =  s 2
1 1 , 2  =  d 1
1 2 , 1  =  s 3
1 2 2  -  d 4

Endpoints:
l 1 , r  =  s 3
|  1 ,2  =  d2
1 2 , 1  =  s 4
t2 .2  =  d1

Endpolnts:
I t , t  =  s 2
I t , z  =  d 2
1 2 , 1  =  5 4
l z . z  =  d4

Endpoints:
1 1 , 1  =  s 1
l t ' z  =  d l
1 2 , 1  =  s 3
t2 .2  =  d3

Figure 7. Construction of the boundaries of the visible corridor be-
tween S and D for different orientations of the two ceils.
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Figure 8. ldentification of the left and right most cells for each row between S
and D.
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The process of assigning a single vector in the horizor.rtal or
vert ical cases or two straight side-by-side vcctors in thc near
horizontal or near vert ical cases is straightforlvard. I f  the
source and destination are in the same row or column, al l
cel ls between the two form a single vector. I f  the source and
destination are separated in a near horizontai or neat vert ical
orientat ion, the area of cel ls betrveen them r,vi l l  form a rec-
tangle two cel ls in width. This rectangle can be divided in
haif lengthwise to form two straight vectors'

Divicl ing the intermediates into three vectors for the di-
agonal case is more complicated. The f irst step is to crcate
the I1,.r,  and I, . '* , , ,  vectors. These vectors wil l  always contain
the left-most and r ight-most cel l ,  respectively, in each row in
the intermediates. 

' fhey wil l  also contain addit ional cel ls
along the outside edges of the intermediates that serve to

PE&RS

connect the left-most cells in different rows and right-most
cells in different rows, into the I1.1, and l.;r1,r vectors, respec-
tively.

The algorithm for determining the Irnrt and I"i'hr vectors
traverses tlie left side and the right side of the intermediates,
selecting cells in a manner that results in two "continuous"
and "direct" vectors. The term "continuous" signifies that
any two cells that are adjacent within the vector must be ad-
jaient (either horizontally, diagonally, or vertically) within
ihe rasier. For example, if one cell in the vector is located at
( i ,  i ) ,  the next  ce l l  may be located at  ( i , l+1) '  ( i+ f  i  +1) ,  or
( i+1. ,  j ) .  Locat ing the next  ce l l  a t  ( i+  1,  i+2) '  on the other
hand,'would constitute a jump that would break the continu-
itv of the vector. The term "direct" signifies that, whenever
possible, the vector wil l move diagonally. For example,
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vectors. With this scheme, if there is onlv one vector, the
visibility estimate can be 0 or 1; with two vectors it can be 0,
U2, or 1.; with three vectors it can be O, 1.18, zl3, or 1. Figure
11 shows the results of a viewshed calculated usine the vec-
tor method,

In the case of three vectors, this approach is admittedly
simplistic in that it assumes that the right and left vectors
should have the same weight, or same visibility blockage po-
tential, as the center vector. In fact, cells in the center vector
actually tend to block much more than 1/3 of the visible cor-
ridor between the source and the destination, From emoirical
observations, cells in the center always block at least riz the
view and sometimes may block the entire view. For this rea-

rather than the series of vector cells (r, j), ( i+1, j), ( i+1,
i + 1), the vector would proceed directly from (i, f l  to (i+ 1,
l+ r). Figure ga shows an example of a continuous and direct
vector; Figure gb shows a discontinuous vector; Figure 9c
shows a non-direct vecror.

After the two outer vectors have been determined, the
center vector is created using a "fi l l- in-the-blanks" method
that includes all the intermediate cells not already in l1os, or
I.;r1,. In other words, I.",.r"" = intermediates - (I1.n * I.1gr.,).
Based on this selection criteria, the center vector, unlike the
outer two vectors, is not necessarily direct (Figure 10a) and
not necessarily continuous (Figure 10b). Note that the fi l l- in-
the-blanks criteria is used because it would not serve to as-
sign a cell which is already a member of the outer vectors to
the center vector. If such a cell were doubly assigned, it
would have the potential to block two vectors.

Using the Vectors to Determine a Visibility Estimate
After the intermediates have been divided into vectors, the
ceils along each vector are checked for visibility blockage.
Any vector that contains at least one blocking ceil is consid-
ered blocked; vectors with no blocking cells are clear. (To
test whether a cell blocks the view, the slope between the
source and the intermediate cell is calculated. If this slope is
greater than the slope between the source and the destina-
tion, the intermediate cell blocks the view.) The visibility
proportion of the destination cell is then estimated as the
number of unblocked vectors divided by the total number of
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Figure 9. Examples of (a) a continuous and direct vector,
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Figure 10. Examples of a center vector that is (a) not di-
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Figure 11. Viewshed calculated with the vector analysis
method using elevation data from Figure 2a.
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son, a more reasonable weighting could be designed which
gives the center vector greater blocking potential than the
outer two vectors,

Drawbacks of the Vector Method
Although the vector method provides a more accurate por-
trayal of viewshed information than a simple binary analysis,
it is still not very precise-in certain cases it may seriously
overestimate or underestimate the actual visible proportion
of a destination cell, The basic problem is that one cell in a
vector may block the line of sight between the source and
the destination cell more than another cell in the same
vector. The vector analysis technique makes no allowance
for such differences. Each cell in a vector is treated
equally, regardless of the degree to which it actually blocks
the view. Figures 12a and 12b show two problematic cases:
in Figure 12a the visibil i ty percent is clearly underesti-
mated; in Figure 12b it is significantly overestimated. This
problem may persist even when an adjusted vector weight-
ing scheme is used.

The Sub-Cell Binary Analysis
While the vector method offers an approximate visibility
proportion estimate, the sub-cell binary analysis calculates a
more geometrically precise measure of viewshed blockage.
To do this, the sub-cell binary technique examines each in-
termediate cell separately to determine its individual impact
on the visibilitv between the source cell S and the destina-
tion ceil D, ThA results of the individual analyses are inte-
grated to find the overall visibility measure for D. In the
results, each partially blocked destination cell is sub-divided
into visible and non-visible zones. Hence, the term sub-cell
binary. The steps in this algorithm can be summarized as fol-
lows:

(r) identify all potentially blocking intermediate cells using the
same strategy as in the vector analysis.

PE&RS

Check the slope between the source cell S and each inter-
mediate cell to determine which cells contribute to blocking
the view.

(3) For each blocking cell, determine and define the area within
D that will be obscured from view. Store this area in the
form of a polygon.

(4) Perform a logical union (i.e., Boolean "OR") on the areas of
the polygons within D obscured by each blockin-g interme-
diati cell. This union represents the total area of the cell
that cannot be seen by the viewer. The complement of this
area [cell area - union(blocked polygons)) equals the area of
D that can be seen from the observation point'

Finding the Exact Area that ls Blocked lrom View by a Single
lntermediate Cell
In order to find the exact area within D that is obscured by a
blocking intermediate cell, it is necessary to draw two lines
of sight from the viewer's position within the source {for
simplicity, the midpoint of the source cell is assumed) past
the idgei of the blocking cell towards the destination cell,
The area of the destination cell that falls between these two
Iines will be hidden from the viewer's vantage point. The
area outside of the lines will remain visible.

Note that unlike the lines delimiting the visible corridor
within the vector analysis method, the lines of sight dis-
cussed here are not parallel. Rather they are radial lines ema-
nating from a specific viewer location. This modification
enablis the determination of the exact area within a destina-
tion cell that is blocked from view by an intermediate cell
from a viewer's perspective.

For each potentially blocking intermediate cell, there are
four possible icenarios. First, D iray lie entirely within the
two iines of sight, in which case it is totally blocked from
view (Figure 13a). Second, D may lie entirely outside the two
Iines, in which case it remains totally visible (Figure 13b).
Third, the viewer's left line of sight (the line that passes to
the left of the blocking cell) may intersect D, in which case
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Figure 13. Examples of the intermediate cell blocking the destination (a) en-
tirely, (b) not at all, (c) on the right side, or (d) on the left side.

the portion of D to the right of the intersection line (from the
viewer's perspective) wil l be blocked from sight (Figure 13c).
Fourth, the viewer's right line of sight may intersect D, in
which case the portion of D to the left of the intersection line
will be blocked from sight (Figure 13d).

The basic algorithm to determine the degree to which a
single intermediate cell effects the view of the destination
cell D can be summarized as follows:

[1) Construct the two sight]ines
(z) Check whether the l;ft sishtline intersects D

(a) If it does intersect D, "determine the polygon within D
that is blocked from view-done.
lf it does not intersect D, check whether D lies to the
inside (to the right) or to the outside of the left sightline
(i) If D lies to the outside, it is unobscured by the inter-

mediate cell - done.
If D lies to the inside, a potential intersection of D
with the right sightline must be analyzed - con-
tinue.

Check whether the right sightline intersects D.
(a) If it does intersect D, determine the polygon within D

cell that is blocked from view - done.
(b) If it does not intersect D, check whether D lies to the

inside (to the left) or to the outside (to the right) of the
right sightl ine.
( i)  I f  D l ies to the outside, i t  is unobscured by the inter-

mediate cell - done.
If D lies to the inside, it is totally obscured by the
intermediate cel l  -  done.

As these steps are broken down individually, the following
notation is r.rsed. As before, let S represent the source cell
and let D represent the destination cell. Additionally, let B
represent a blocking intermediate cell. Let the coordinates of
the center and corners of each of these cells be defined as in
Figure 6.

First, the two sightlines are constructed, Both emanate
from the viewer's position at (sx, sy). The first, SL, passes to
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the left of B and is defined by the points s11 : 15lxt, slyl)
and slz = (slx2, slyz), The second, SR, passes to the right of
B and is defined by the points rr1 : (srxl, sryl) and sr2 :
(srx2, sry2). Because both sightlines emanate from the view-
er's position at the center of S (sx, sy), ihe first points of SL
and SR are defined: sh : sr1 : (sx, sy).

To determine the second points of SL and SR, it is nec-
essary to identify the outer corners of B through which the
sightlines will pass. This depends on the relative location of
B to S: to the right, to the upper right, directly above, to the
upper left, to the left, to the lower left, directly below, or to
the lower right. Figure 14 illustrates the assignments of sl2
and srZ for each of these cases. In each examole. the area be-
tween SL and SR behind B is shaded. Anv portion of D fall-
ing within this shaded area will be hiddeir irom the viewer.
The specific logic for determining the locations of sl2 and
sr2 is as follows:

if (bx > sx) and (by : sy)
slz -- bzi sr2 : b1;

else if (bx > sx) and (by > sy)
sl2 = b2; sr2 = b4;

else if (bx = sx) and (by > sy)
s l 2 : b 1 i s r 2 : b 4 ;

else if (bx < sx) and (by > sy)
s l2 :  b1;  sr2 :  b3;

else if (bx < sx) and (by = sy)
sl2 : b4; sr2 : b3;

else if (bx < sx) and (by < sy)
sl2 : b4; sr2 = b2i

else if (bx = sx) and (by < sy)
sl2 : b3; sr? : b2;

else if (bx > sx) and (by < sy)
s l2 :  b3;  sr2 :  b1;

Once SL and SR have been defined, attention is focused
on the position of D relative to the area between the two
sightlines, To determine what portion of D (if any) falls be-
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Figure 14. Determining the endpoints of the lines of sight SL and SR.

tween SL and SR, potential intersections of the two sight-
Iines with D are calculated. This is accomplished by testing
the intersection of each sightline with each of the four sides
of D. For example, if D lies to the upper right of S, it is pos-
sible for the sightline SL to enter through the left or bottom
and to exit through the top or right. The algorithm first de-
termines each of these potential intersections:

if ((dx > sx) and (dy > sy))
left_entry_pt : (left_x, left_y)

= intersection of SL and the left side of D (defined
by d1 and d2)

bottom_entry_pt : (bottom_x, bottom_y)
: intersection of SL and the bottom of D (defined

by d1 and d4)
right_exit_pt = (right_x, right_y)

= intersection of SL and the right of D (defined by
d3 and d4)

top_exit_pt : (top_x, top_y)
: intersection of SL and the top of D (defined by

d2 and d3)
Next, the dgorithm checks whether SL enters through

the left side of D. If it does, the algorithm determines
whether SL exits through the right or the top side:

if (d1y < left_y < d2y)
entry_pt : left_entry_pt;
if (d2x < top_x < d3x)

exit_pt = top_exit_pt;
else

exit_pt = right_exit_pt;
If SL does not enter through the left side of, D, it may enter
through the right:

else if (dlx < bottom_x < d4x)
entry_pt : bottom_entry_pt;
if (d2x < top_x < d3x)

exit_pt = top_exit_pt;
else

exit_pt = right_exit_pt;
If SL is found to intersect D (entering through the left or

bottom and exiting through the top or right), it is necessary
to calculate the exact area that will be blocked from view.
The following logic demonstrates how the entry point, exit
point, and destination cell corner points are used to define
the blocked and visible polygons within D and the areas of
each in the case in which SL enters through the left and ex-
its through the top of D.

if ((entry_x : left_x) and (entry_y : left_y))
if ((exit_x : top_x) and (exit_y = top_y))

visible polygon is defined by entry_pt, d2, exit-pt,
entry_pt;

blocked polygon is defined by entry_pt, d1, d4,
d3, exit-Pt, entry_Pt;

area of visible polygon : (exit_y - entry-y) *
(exit_x - entry_x)|2;

area of blocked polygon : k2 - area of visible
polygon;

- Figure 15 shows an example of the construction of these
poIySons.

If D is to the upper right of S (sx < dx and sy < dy) and
SL does not intersect D through the left or the bottom, then it
must not intersect D at all. If this is the case, the algorithm
must determine whether D lies inside or outside of SL. The
position of D relative to SL can be checked using one of the
intersection points determined earlier:

if SL does not enter D through the left or through the
bottom

if (bottom_x < d1x)
D is inside of SL;

else
D is outside of SL;

If D lies outside of SL, it is not obscured by this interme-
diate cell. ff it lies inside, however, the potential intersection
with SR must be checked. If SR intersects D, the blocked and
visible polygons must be calculated in a manner similar to
the algorithm illustrated above. If SR does not intersect D, a
test is performed to determine whether D lies to the inside
(to the left) or to the outside (to the right) of SR. Recall that,
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in order for SR to be tested at all, D must l ie to the inside of
SL. Therefore, if D l ies to the inside of SR as well, then D
must l ie completely within the two sightl ines SL and SR.
Hence, it is completely biocked from view. If D l ies to the
outside of SR, on the other hand, it must be totally unob-
scured.

Finding the Total Blockage Area for the Destination Cell
After each intermediate cell has been checked, the total des-
tination blockage can be determined by overlaying all of the
blocked areas within the destination cell using a polygon
overlay operation based on the logical union operation, To
do this efficiently, the algorithm must keep track of two
things: the largest blocked polygon on the left side of D
(caused by an intersection of SR and D) and the largest
blocked polygon on the right side of D (caused by an inter-
section of SL and D). These two poiygons are overlaid to de-
termine the total blockage of D. This process is outl ined as
follows:

(1,1 Check each intermediate cell for visibility blockage.
[a) If a cell is found that b]ocks the entire view of the desti-

nation, terminate the algorithm and mark the destination
as completely b locked (as in Figure 13aJ.

[b)  I f  a cel ]  is  found that  part ia l ly  b locks the dest inat ion,
calculate the blocked polygon and blocked area and
note whether the blockage occurred on the left side or
the r ight  s ide of  the dest inat ion re lat ive to the v iewer
( i .e. ,  whether i t  was caused by an intersect ion wi th SR
or wi th SL).  Check whether the blocked polygon is
larger than any other blocked polygon already identified
for that side of the cell. If it is, save the information.

(c) Check whether the largest currently identified blocked

1 1 5 8

polygons on the left  side and the r ight side of the desti-
nation overlap one another. This will be the case if their
areas sum to more than kr, the total area of the destina-
tion cell. If they do, terminate the algorithm and mark
the destination as completely blocked (Figure 16a).

(2) Once al l  cel ls have been checked, identi fy the largest block-
ing polygon on both the left and right side of the destina-
t ion cel l .
la) I f  left  and r ight side blocking polygons both exist,  then

the destination cel l  wi l l  be part ial ly blocked on both
sides (Figure 16b).

(b) If only a right side blocking polygon exists, the corre-
sponding portion of the right side of D is blocked (refer
to Figure 13c).

(c) If only a left side blocking polygon exists, the corre-
sponding portion of the left side of D is blocked (refer to
Figure 13d).

(d) If there are no blocked polygons on either the left or the
right side of the destination cell, the destination is en-
tirely visible.

I t  is worth noting that because of steps La and 1c, this
algorithm does not necessarily check every intermediate cell.
If at any point the destination is determined to be completely
blocked by those cells already checked, the algorithm termi-
nates.

Figure 17 shows the results of a viewshed calculated
using the sub-cell binary analysis algorithm. In the viewshed,
a distinct pattern of visibility lines can be discerned emanat-
ing from the source cell, This method of visualizing a
viewshed is intuitively pleasing, for it more closely mimics
the manner in which vistas in real life mav ooen or close in
wedge-l ike shapes that increase in width with greater dis-
tance from the viewer.

lmplementation
The algorithms discussed in this paper were implemented as
a set of programs designed to help users visualize the geo-
metric problems that arise during viervshed analysis in a
gridded data structure. The programs were implemented in
Allegro Common Lisp running under AIX and X Windows
on an IBM RS6000 workstation. The interface to the pro-
grams allows users to select different menu options and
point and click on cells in a display grid to perform the fol-
lowing actions:

[1) Select a source ce]l and a destination cell and calculate the
group of cells between them that must be checked during
the visibility analysis.

[2) Divide a group of intermediate ce]ls into vectors.
(3) Select a source cell, a destination cell, and an intermediate

pixel and visualize the degree to which the intermediate
cell blocks the visibility between the source and destina-
t ion:
(a) Assuming that the viewer is standing in the middle of

the cell, or
(b) Designating an arbitrary viewer position within the

source cel l .
(a) Load sample elevation data into the grid.
(5) Calculate a viewshed from any point in grid using:

(a) A standard binary vieu'shed analysis.
(b) The vector analysis method.
(c) The sub-cell binary analysis method.

Conclusions
In this paper we have demonstrated that there are geometric
l imitat ions to gridded visibi l i ty analysis that wi l l  lead to in-
accuracies in any viewshed algori thm that designates each
cell  as total ly visible or total ly blocked. Such inaccuracies
are considered data-structure induced errors.

We have presented two methods for assigning "part ial

,/ \ Area between SL an.t sR I z?l
Z \ ; *hid'rt;irr-u"*6'io"i!'o i#bftl Brocked poryson in DI \ lrom siont lryl

Figure 15. Constructing the blocked and visible subcell
polygons.



/
J

\o. /

Source Cell

Blocking Intermediate Cell

SL and SR for intermediate
cell that blocks the lett side
ol the destination

SL and SR for the intermediate
cell that blocks the right side
of the destination

Area obscured by one
intermediate cell

Area obscured by both
intermediate cells

Area in destination cell
blocked by one intermediate
cell or the other

Area of overlap in destination
cell blocked by both
intermediate cells

Figure 16. Boolean overlay of blocked polygons within the destination cell. In (a),
the polygons overlap and obsc. the destination entirely. In (b), the overlay blocks
the left side and right side of the destination, but leaves the middle clear.

tr
I

l--->

ru
2

T

J'

(b)

visibi l i ty" weights to take into account that visibi l i ty be-
tween any two cel ls in a gridded data structure may be
part ly, but not total ly, blocked. In the vector analysis
method, intermediate cel ls between the source and destina-
t ion are divided into one, two, or three vectors and visibi l i ty
is calculated along each vector. The part ial  visibi l i ty weight
is derived as the rat io of the vectors along which vision is
not blocked to the total number of vectors.

The vector analysis technique serves as a quick method
for approximating part ial  visibi l i ty, but cases exist in which
it  wi l l  signif icantly overestimate or underestimate the degree
to which visibi l i ty is actual ly impeded. In the sub-cel l  binary
analysis method, the geometric effect of each intermediate
cel l  on the visibi l i ty between the source and destination is
calculated separately. The results are then added together to
deterrnine thc cumulative visibi l i ty blockage, a nteasure be-
twecn 0 and 1. The blocked polygon approach returns a
rnore accurate rneasure of visibi l i ty, but requires a signif icant
amount of computational processing,.

I t  should be noted that both tecl 'rniqucs for deriving par-
t ial  visibi l i ty measures discussed in this paper treat each cel l
as a plane of constant elevation - an assumption that is r.rot
entirely real ist ic. Hence, the accuracy of the techniques is
sensit ive to t ] .re resolut ion of the DEM. One direct ion for fu-
ture research is to extend the calculat ion of part ial  visibi l i ty
to interpolat ion-based viewshed calcr"r lat ions.

Anbther possible direct ion for future research is to com-
bine the subcell  binary analysis with Monte Carlo error sirn-
uiat ion [Fisher, 1992). This would al lo'"v the ca]culat ion of
dif ferent areas rvithin each destination cel i  that are l ikely to
be visible at given probabil i ty levels. Such information
would present interesting chal lenges both in terms of analy-

PE&RS

sis and visualization of error. A final topic for further re-
search involves a quantitative comparison between standard
binary viewshed maps, vector analysis viewshed maps, and
sub-cell binary viewshed maps. The goal of such an effort
would be to quantify the degree of error induced by raster-
based algorithms for generating binary viewsheds.
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Gall for Nornlnatlons
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ASPRS would like to encoruage members to submit nominations for its Fellow and Honorary Member
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The Fellow Award is relatively new. It is conferred on active Society members who have performed
exceptional service in advancing the science and use of the mapping sciences and for service to the Society.
Norninees must have been active members of the Society for at least ten years at the time of their nominsllsl.

The Honorary Member Award is ASPRS's highest honor. It recognizes an individual who has rendered
distinguished service to the Society and./or who has attained distinction in advancing the science and use of
the mapping sciences. It is awarded for professional excellence and service to the Society. Nominees must
have been active members of the Society for at least fifteen years at the time of their nomj1affe1.

For more information, or to obtain a nomination form for these very special awards, please call Mindy
Saslaw at 301-493-0290.
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