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Abstract
A field survey using the Global Positioning System (GPS) was
pirformed to evaluate the accuracy of a prototype data set-cailed 

Tactical Tenain Data ('I'TD). The horizontal and verti-
cal accuracy of a 1:24,000-scale 7/z-minute quadtangle,-a
1:50,000-scale 71-minute quadrangle, and two Digital Eleva-
tion Models (otus) were oJso ossessed. Nineteen road intet-
sections located in the sfudy area were tied to three first-
order horizontal control stations using rclative GPS static
and pseudo-kinematic techniques. The coordinates and ele-
vations of the 19 road intersections obtained from the rm,
DEMI, and topogaphic map sheets were comparcd to the cps
data in both an absolute and relative sense. The rm did not
meet stoted obsoJute accuracy rcquirements, while the tela'
tive accuracy was found to be satisfactory. The DEMs and the
map sheets were of high vertical quality and met stated ver'
tical accuracv standards.

Background
Slonecker and Hewitt (1991) assessed the accuracy of Geo-
graphic Information System (cts) data using information on
ioad intersection locations determined with the Global Posi-
tioning System (crs). Their field work and network adjust-
ment were performed by the U.S. Geological Survey (uscs)
in support of photogrammetric mapping' Slonecker and
Hewilfs study included an assessment of the accuracy of GPS
pseudo-range horizontal coordinates using the differential
iorrection technique. This technique has reported accuracies
on the order of 5 m (Trimble Navigation Limited, 1989). SIo-
necker and Hewitt found the average absolute error of this
technique to be 8.3 m, with a root-mean-square error (nvsn)
of 9,5 m to meet a target of 25 m in map interpretation.

Perry (1992) used cPs in a differential mode for Iocating
ground iontrol points (ccPs) for use in an agricultural appli-
cation. Her results showed that GPS produced offsets from 7
to 32 m with an nvsr of 8.2 m for eight crs-determined
points when compared with uscs 1:24,000-scale topogr-aphic
maps. Another set of measutements showed an RMSE of 4.9
m for 12 points used to register an aerial photograph.

A new format digital data source called Tactical Terrain
Data (rrn) is being produced by the U.S. Army Topograplic
Engineering Center (rrc), rrn is a prototype data set devel-
opea Uy the Department of Defense and can potentially serve
ai a valuable input to a cIS used for military and engineering
applications. The goal of this work was to assess the absolute
and relative horizontal accrracy of the transportation layer of
the rro. Also, the absolute vertical and horizontal accuracy
of the elevation layer of the TTD, a USGS Digital Elevation
Model (orv), and two map sheets (a uscs 1:24,000-scale

7V2-minute quadrangle and a Defense Mapping Agency

[orraa) 1 :50,000-scale 1 s-minute quadrangle) was determined
in this study. The Tto, elevation arrays' and map sheets were
compared using a network of road intersection points sur-
veyed using the cps satellite constellation tied to National
Geodetic Survey (Ncs) first-order control monuments.

Description of the Data Sets
TTD

Civil Engineering, The Ohio State University, 470 Hitchcock
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The Dva tto evolved from an initial Army requirement for
r l io i ra l  rnnnornnhic deta to sunnort  terra in analvsis.  In 198(digital topographic data to support terrain analysis. In 1980
ttrE armv alkei nva to prodrice a prototvpe data set forthe Army DMA to produce a prototype data set for

e services. After this evaluation, dieitalevaluation bv the services, After this evaluation, digitalevaluation by the services, After this evaluation, digital-topo-
graphic data requirements for the Army were developed in
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1984.
The data content, format, accuracy, and resolution stan-

dards of the TTD were negotiated beginning in 1985. The
Army requires that the data be capable of supporting a broad
range of land combat functions and systems for the 1990s
and-beyond (Messmore and Fatale, 1989). The first delivery
of protbtype data was made in September 1988 for evalua-
tion by tirb user community, The prototype data covers a 15-
by 1S-minute area corresponding to the nua 1:50,000-scale
Kil leen, Texas topographic map (31'to 31'15'N, 97'30'to
97"45'W) fFigure 1).

The-rrn-is designed so that users can perform tasks such
as terrain visualization, mobility/fire planning, communica-
tions planning, navigation, munitions guidance, and site and
route selection. the lrn data set is comprised of a Digital
Terrain Elevation Data (DTED) Ievel II elevation matrix, an en-
hanced Tactical Terrain Analysis Data Base, and selected fea-
tures from the 1:50,000-scale Topographic Line Map and the
1:50,000-scale ArmY Combat Chart'

The accuracy of the prototype TTD is described in terms
of the accuracy of the class 2, 1:50,000-scale topographic line
maps. This aciutacy states that 90 percnnt of all planimetric
feaiures shall be located within 50 m of their geographic po-
sition, referenced to the map projection used.

The resolution of feature information in the TTD is a
function of inclusion condition requirements applied as each
thematic layer was compiled and of the value ranges associ-
ated with eich attribute. For example, the minimum area for
inclusion in the vegetation layer is 50,000 mz or about 225
bv 225 m: anv distinct vegetation unit smaller than this area
would not be included as1 polygon in the data layer.



_ The prototype TTD are available in both an integrated
and nonintegrated format. The integrated version is com-
prised of nine files that each cover a 5- by S-minute area,
each with_a single topologic layer, requiring 47.4 MBytes in
storage. The norrintegrated set is made up of eight topologi-
cally separate theme files covering the full 1S- by 1b-minute
quad area, requiring a data volume of 7 to 8 MBytes per
theme. The two data sets contain the same information; the
principal difference between the two is that the contents of
the non-integrated set are in a number of separate files in-
stead of one integrated file.

The feature data in the TTD are vector data called Center
Line Data. In this format features are defined by strings of x-
y coordinates. These strings represent line segments and
points that correspond with the boundaries or locations of
real world features, The data also contain complete feature
attribute information, but do not contain anv sirmbolization.

The rrn are structured in a format called ViniTopo
(Minimally Redundant Topology), This format has two over-
Iapping data structures, described as spatial and carto-
graphic. The spatial data provide a means for representing
the geometry of a data set, while the cartographii data struc-
ture allows for storing attribute and relational information.
Feature data structures are generated by connecting spatial
data (coordinates) with the associated cartographicdata (de-
scriptive attributes and relations). For example, a linear fea-
ture such as a road would have inserted nodes when the
feature components change (for example, from light duty
paved to gravel). At line intersections, nodes are also created
even if the feature components do not change on either side
of the node.

The attribute information for the TTD are represented
with nva's Feature Attribute Coding Standard lracs;, These
codes are five alpha-numeric characters and sometimes have
associated sub-attributes. An example of a FACS code is
scoso, which stands for the vegetation feature "deciduous
forest." Dubishar (1988) provides a listing of all racs codes
and their feature names.

After initial evaluation by potential users, TEC decided
that the Mini-Topo structure was too complex for use as a
production format, Therefore, a format called Interim Terrain
Data (nn) was developed and supplied by TEC in a User-ori-
ented Minimum Essential Data Set (UMEDS) for users to eval-
uate,

UMEDS ITD
TEC contracted with Science Applications International Cor-
poration (SAIC) of Mclean, Virginia to develop a distribution
format for the TTD, known as ITD. The UMEDS format was cre-
ated to provide a simpler format for the TTD and ITD,

ITD have been produced by DMa since January 1990.
These data are designed to bridge the gap between the non-
standard digital topographic data sets and the future stan-
dard rro. ITD are stored in a vector format. SAIC converted
one 1S-minute tile of ITD for Killeen, Texas, into the UMEDS
format to ensure that this format is flexible enough to de-
scribe data sets with differing characteristics.

The spatial constructs (primitives) used to define the
features in the trn include nodes (point construct), edges
(linear construct), and faces (areal construct). In this format a
point feature is made up of a single feature node. A linear
feature is constructed with one or more edges, and an areal
feature is made up of one or more faces (Ward and Hawkins,
1990). Figure 2 shows the topological relationships inherent
in the UMeoS IrD. The dashed line in the diagram indicates

196

or**. **.;;;;n *,.-
tionships (after Ward and Hawkins
1990).

that a feature node is related either to a face or an edge, but
not both.

The use of spatial constructs removes the need to repeat
coordinates, and, thus, reduces the storage requirements of
the data and eliminates "slivers and gaps" between features
(Ward and Hawkins, 1990). For example, attribute data,
which use a certain edge to define part of their boundary,
point to the same edge record in the edge file; thus, there
will not be two or more stored coordinate strings for the
same line.

The uvrnos ITD have an efficient two-way topology: the
interrelationships between features and spatial constructs are
complete in both directions. The feature data point to their
associated spatial constructs and the spatial constructs point
back to their related feature attributes and to other related
constructs. To increase the storase and access efficiencv. an

h-rry-f-rE \J
Figure 1. Site location map of Killeen, Texas.
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Figure 3. UMEDS ITD files accessed for conversion of lrD
into a format readable by ARc,lNFo.

indexing method using a pointer file and an ID list are used.
The point specifies a block of records in an ID list and the to
Iist contains the actual feature IDs.

In this way the linear index almost completely removes
the need for the computer to search for records, because the
pointer allows the computer to access them directly. The
ul,lrns ITD were stored in standard ASCII format so that data
conversion and reading were simplified and so that they
could be software and hardware independent.

DTED
The elevation data associated with ttre TTD (and trn) are
based on the DMA Digital Terrain Elevation Data (nreo) level
II. These data are in a raster format with horizontal spacing
of one arc-second (nominally 30 m), and are kept separate
from the TTD (and ITD) so that functions requiring only eleva-
tion information can be performed more easily.

The nreo vertical accruacy is stated as 420 m linear er-
ror, 90 percent probability, mean sea levelA.lational Geodetic
Vertical Datum of 1929 (NGvD2e), while the horizontal accu-
racy is t 130 m circular error, 90 percent probability, World
Geodetic System of. 7972 (wcs72) (Messmore and Fatale,
19Be).

USGS Digital Elevation Model (DEM) Data
The National Cartographic Information Center (NcIc) of the
USGS provides digital data as part of the National Mapping
Program. The elevation data that are provided are in the form
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of Digital Elevation Models (DEMs), which are sampled arrays
of elevations for ground positions at regularly spaced inter-
vals. These arrays of data are provided in quadrangles of Ttlz
minutes or 1 degree, providing the same coverage as the
standard 7:24,oOo- and 1:250,000-scale map series quadran-
gles, respectively. These data are supplied on computer com-
patible tape (cCT) in AscII format.- 

The 7rlz-minute DEMs are comprised of a regularly
spaced grid of elevations taken at 30-m intervals, and refer-
enced to the Universal Transverse Mercator (uru) coordinate
system based on the North American Datum of 7927 (Naozz).
These data are arranged from south to north in profiles that
are ordered from west to east.

The 1-degree DEMs consist of an array of elevations taken
at 3-arc-second spacings that are referenced horizontally to
wcsTz geographic coordinates, The data are recorded from
south to north in profiles ordered from west to east, The first
and last elevation points in the profile are at the even integer
degrees, corresponding to the edges of the quadrangle, result-
ing in 1201 profiles containing 1201 data points' These 1-de-
gree data are produced by oua from the 1:250,000-scale map
series. The elevations are given in metres above mean sea
level, referenced to Ncvozg.

The horizontal accuracy of the 1-degree DEM data is de-
pendent upon the horizontal spacing of the elevation array
(for the l-degree data, elevations are collected at 80 to 100
percent of the final point spacing). The elevations are then
weighted with additional information such as drainage fea-
tures, ridges, and other spot elevations. The terrain features
are generilized by reduction to grid nodes, which reduces
the ability to recover positions of specific tenain features
that fall short of the spacing interval. This process results in
a type of filtering of the surface.- -Vertical 

accuracy of the onrrl data is dependent upon the
horizontal grid spacing, collection methods, digitizing sys-
tems, and the quality of the source data. Each processing
step must satisly aciuracy requirements customarily applied
to each system because of the compounding effect in the data
compilation.

ihu ac.,rt"cy for the 1-degree data is an absolute hori-
zontal error of t130 m circular error, 90 percent probability
and an absolute vertical accuracy of t 3o m linear error, 90
percent probability. These are absolute accuracy standards;
ihe relative accuricy among points inside the DEMs is often
better. More detailed information on USGS DEMs can be found
in U.S. Geological Survey [1987).

Approach
Methods, which are outlined in the following sections, were
developed to transform the digital data sets into a common
coordinate system.

ITD Conversion to ARC/INFO
The documentation supplied with the UMEDS format ITD de-
scribes each of the files that constitute an ITD theme layer
(Figure z). Included in the documentation were the file
names, the ASCII format fields for each file, and directions on
how the uMEDS pointer system operates to give the two-way
relations between the spatial data and the attribute data.

For this study many of the supplied files could be omit-
ted because they were used for rehiing spatial data back to
the attributes; but, because the attributes would be needed
for other applications, the spatial information was converted
and attached to the attributes or FACS codes. Figure 3 shows
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Figure 5. Steps for trans-
forming both elevation
arrays to UTM-referenced
aniays.

A ISRTRAN comprrter program was coded using the doc_
umentation.supplied by gSc and follows the progrim flow
:,h".*" in Figure 3, Data files were produced 6y t[is program
that were imported into ARC/INFO uiing the ,,gtinerate^" c5m_
mand. These included rrRour.Lsr thaicontains the header
information about the transportation layer including the m
number for each FAcs codei ITROUT.PNT that cont-ains the
IDs (or attribute number) and coordinates for point informa_
tion; ITROUT.rnrl that contains the IDs and cooidinate strings
for linear features; ITRoUT.ARA that contains the IDs and cl-
ordinate strings for area features; and nnout.GRp that con_
tains the IDs for areas connected to a coordinate pair iocated
at the geographic reference point (geographic center) of an
:rg".Tlr" topology.for the data layer ii tfen created'using the
"clean" and "build" routines in ancnqrO. The resulting rin
transportation layer is shown in Figure 4.

Gorrection ol the TTD and ITD Skew
The rnmos ITD were created from the orieinal TTD source
maps, but in this study we found that th6 coordinates dif-
fered.

- T!" original TrD (and thus the rfi)) were transformed
trom the source datum NAD27 to the TTo datum {wCSel) by
TEC. During this transformation, an offset and a imail rbta-_
tion and distortion were introduced into the data that re-
sllted in the TTD not being properly registered to the wcss4
{atum. Therefore, to placJthe ,iro and"lro accurately onto
the WGS84 datum, a data transformation had to be peiformed.
The transformation process was performed with tUi anCflr.no
routine "transform" that uses a bilinear transformation func_
tion.

Conversion of the Elevation Data to UTM Coordlnates
To assess the accuracy of the l-arc-second otrD and the 3_
arc-second Uscs DEM, orthometric heights were included in
the Cps suryey. Both_elevation ar.ays,lhe cps survey, and
the-area maps are referenced vertically to NGVD2s. The onV
and nrEn elevation arrays- are referenied horizontally to
wcs72. The horizontal information on the 1:S0,000-icale nvA
maps and_the USGS 1:24,000-scale 7t/2-min:ute quadrangles is
referenced to NAD27, while the TTD and ITD are ieferenc"ed
horizontally to the wcs84 datum (same as Nanar). Data from
the GPS sgrvey were processed to yield both Naozz and
NADa3 values.

We decided that the two elevation arrays would have
their horizontal coordinates transformed toihe NADzz datum
to make correlations with the map sheets easier, since the
cPS survey had coordinates for both datums.

The steps used for the transformation of both elevation
qnays_to-UTM-referenced-arrays are shown in Figure E and
described in detail in Adkins (1991). The datunitransforma-
tion _was performed using a six-step process that converted
the data to UTM coordinites. This process included a datum
shift and transformation of Cartesian coord.inates to geodetic
coordinates. The total RMSE for the DEM rectificationlaras
0.136 pixels (approximately 72 mJ while the total rursr for
the DTED rectification was 0.403 pixels (also approximately
12 m).

Global Positionlng System Suruey
To.assess the accuracy of the data layers, an independent
field survey was performed at the stridy site in Fort Hood.
Texas (Figure 6), The survey was perfoimed using cps in a
differential surveying mode. The ips surrrey usedioth static
and pseudo-kinematic techniques to tie t9 road intersection

the files that were used and the route taken to access each
file (detailed computer code can be found in Adkins, 1991).
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Figure 6. GPS network diagram.

for the baselines using a least-squares double-difference solu-

tion with fixed integers, where appropriate'---- 
ftre final value-for the components of each baseline,

alone with their variances and correlations, was then input

intoihe network adjustment program (TURBo-NET@)' Uncon-

rttui".a uai"stmenti *ere run on the network on both the
Naoi/""a'Naoss datums, with the latitude, longitude, and

ellipsoid heieht held fixed at station Belton'-- -fo 
ctte.f the consistency of the GPs data, the baseline

leneths (from the unconstrained adjustment coordinates) be-

twe"en the three NGS first-order horizontal control stations
*"tt 

"o*p*ed 
to the baseline le-ngths calculated from the

published coordinates. Table 1 shows that no GPs baseline
eiffr;il* the published coordinate baselines by more than

2.02 parts Per million (PPm).-'--i*tuirined 
adjusiinenis were then run on the network

o" both datums, wiitr all three control stations held fixed
["ri^.t"ttv and the ellipsoid height at station.Belton fixed
rrprtinnllv fio remnve .""Ie errors due to offset from the ellil

stations to three first-order National Geodetic Survey hori-
zontal control monuments (stations: Belton, Brook 1943, and
Schultz 1943). The NGs NAD27 and NADar published lati-
tudes, longitudes, and computed UTM zone 14 coordinates
for the coitrol stations wer-e used. In addition, a first-order
orthometric height (elevation) was used from the Belton sta-
tion to determine elevations throughout the network.

A pre-suwey reconnaissance was performed in which
each pioposed suwey point was assessed for suitability of.
occupatiin by a Ges srirvey receiver. National High Altitude
Progiam (NHAP) photography taken in 198L was acquired for
the"study area,-and the techniques described by Adkins and
Lyon (rdsr) were used to perform th-e reconnaissance. This
helped to expedite the survey procedure. ..

The 19 new stations surveyed were all road intersec-
tions, with each chosen so thai the points wete evenly dis-
tributed throughout the quadrangle, The road-intersections
were also seleited becauie of their ease of definition and lo-
cation in the TTD and tto.

There were 25 baselines observed in the network, with
eight of these lines surveyed using the pseudo-kinematic
telhnique and 1z measuied using standard static methods'

GPS Field Operations and Techniques
The field operation was conducted during December 1990'
The best cps observation window was from approximately
2230 to 0600 local time. Thus, all observations were taken at
nieht, using a minimum of three satellites and a maximum of
sii. the arr6rage number of satellites observed during a ses^-
sion was five. 

-For 
the static baselines, data were acquired for

an average of 45 minutes. The pseudo-kinematic field meth-
ods were"modeled after those piesented by Ewing (1990).
The stations at the ends of pseudo-kinematic Iines were oc'
cupied for two simultaneous 10- to 12-minute sessions,
*hich *ere separated by at least one hour.

All lines observed in the network were radial: one re-
ceiver was always on a first-order horizontal control station
(Figure 6). Whil; this djd not provide-the strongest geometric
iolirtlon for the network, it removed the need for one re-
ceiver to travel between points during a session and pro-
vided accuracies sufficient for the application.

The raw GPS phase data were piocessed to solve for the
three baseline components (Ax, Ay, and Az) for each line'
The program (TRIMBL, available from Trimble Navigation).
uses a lJ"st-squ€ues triple-difference solut-ion for an initial
value for the iomponents, and then calculates a "best" value

PE&RS

vertically (to remove scale erro to offset from the elliP-
r.,t coordinates from thet"ia"fr,1ri""e). Final geodetic and uru coordjnates. from. t

Station Pair L""" (m) L^u (mJ AL (m) ppm

"""G"i"ta 
adlustmeits with their associated standard de-

;i;i6;t ior all'road intersection stations were calculated'
UTM coordinates were computed in the adjustment to sim-
plifv the positional difference computations''---'r* 

ti" constrained adjustmenl on the Nanar datum, the

stations were coordinated with a standard deviation of <0't3

m, while the ellipsoidal height uncertainties were <0'42 m'

On the Naozz datum the horizontal errors were <0'47 m'

*itii" tt u ellipsoidal height errors were < 1.'63 m' The NADzz

discrepancieiare greateidue to the lower internal consis-

tencv bf the Naozi network and the subsequent "warping" of
the ips survey to fit the control.

Di$tized Map Coordinates
CJ"rai""tut for the road intersections stations were-digitized
from both the 1:50,000- and 1:24,000-scale maps' This was

done to assess the absolute horizontal and vertical accuracy

of the map sheets' The maps were referenced to the NAD27

datum, so uru coordinates derived from this datum were

;;;d 6 ,efererrce the maps on the digitizing table' Coordi-

""im 
*"tt digitized from each map in three trials, with a

;; ;"t setrip on the digitizing table performed before each

trial.
The road intersection coordinates for the tro and tto

-ere-"otte"ttd using the "Arcedit" function in ARCAI'IFo' The

"rr*, 
was directed"to each of the road intersection nodes

;d G" displayed node coordinates were recorded' This was

p"itor-"a 6n 6oth the skew uncorrected and corrected TTD;

Loordinates were captured only from the corrected data for

the Iro. The rrD orilinal coordinates were given to 0'0001

arc-second, which corresponds to approximately 3 mm.o.n

ih; ;;;;d. studying the rro original coordinates provides.

"" 
itr" of tnt ittttto"^l consistency or relative accuracy of the

data, before it is warped by the skew and offset correction'
The ITD coordinites were given to 0,001 arc-minute,

which colresponds to approxirirately 7.7 m on the ground'

Tle|'r 1. CoMPARIsoN or BrseuruE ENGTHS BEIIVEEN rxe GPS Nma/tcnx (ko)

AND rHE PuBUsHeo NGS Frnsr-Onoen Coonotr'leres (h,J'

Schultz-Brook
Brook-Belton
Belton Schultz

73,778.505
20,329.973
30,349.849

73,778.482
20,329.872
30,349.806

0.o27
0.041
0.043

1 ( lA

2.02
7.42



Because the ITD contain less feature information than the
TTD, not all of the road intersection stations were present in
the data (five stations were omitted).

Elevation Data Value
The uru coordinates acquired from the transformation of the
elevation data were used to determine elevation values at
each of the surveyed stations. The elevation values at each
station were recorded from the DTED 1-arc-second and the
USGS 3-arc-second elevation arrays.

Elevations for each of the survey stations were obtained
from the 1:50,000- and_ 1:24,000-scaie maps by contour inter_
polation or with spot elevations (when prbr"rriy. This was
done.to check their_ agreement with the elevation array and
the "true elevation" as determined through the cps survey.

Results and Discussion
Digitized Map Coordinate Accuracy
The. map digitized uTM northings and eastings for the survey
stations were differenced with the Gps survei_derived uru 

'

coordinates to determine the accuracie, 
"ssoliatrd 

with the
map sheets..The top,half of Table 2 shows the average errors
in UrM northing (AN) and easting (AE) and their asilciated
:tStldT+ deviations (o-) for each of the three digitization
trials. The bottom half of Table 2 shows the average error in
northing and easting for all three trials, as well as"the aver_-
age total horizontal enor (AD).

The 1:24,000-scale USGS quads need to comply with Na_
ti.onal Jr4ap.Accuracy Standards, which state tha't tiO p.r"r.ri
of well-defined test points shall be in error by no moie than
t/.Sp oJ an inch (t2.2 m at this scale). For three digitization
trials (54 coordinate pairs, 18 points), only nine piirs (16.2
percent) meet the linear error iolerance, The average linear
error is 15.2 m. Thus, National Map Accuracv Staidards
were not met; however, the determined accuiacy would be
sufficient for most GIS applications.

. . Tlu."g!"tacy requ-iiernents for the 1:50,000-scale map
state that 90 percent of well-defined features shall be witfiin
50 m of their true location, as referenced to the map projec_
tion. In.this study (57 coordinate pairs, 19 points) iS^coordi_
nate pairs (78.9. percent) from the 1:50,000iscale map meet
the accuracy tolerance. Thus, the stated accuracy objectives
are not met at the g0 percent confidence level.

Accuracy of TTD and ITD Transportation Layers
The enors for the ITD and TTD transportation layers in both
the absolute and relative sense were analyzed with th; ind;_
pendent cps survey data. Table 3 shows ihe a,rerage absolute
error for all of the survey stations in the easting (dE1 and
northing (AN) directions, as well as the averagJ iotai hori
zontal distance (AD) between the data layer c5ordinates and
the GPS coordinates. Also presented are tire associated stan-
dard deviations, o, for each of the enor values.

The stated horizontal accuracy for the tto and Irn is'f 50 m circular error, g0 percent probability (same as the
1:50,000-scale. to-pographic map). This accuiacy allows for an
error of 36 m in both directions, if an and AN are approxi-
malell equal. From Table 3, the easting errors (AE) irb close
to this accuracy, bgt the _northing erroi 1AIlt) were approxi_
mately triple the allowable error.-Because the horizoritil ac-
91.99{ 9f the map from which these data were captured. (the
1:50,000 scale) was very close to its accuracy toleiance, er-
rors must have been introduced into the dati either during
data capture, in the datum transformations, or both. fhe a"b-
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Taeu 2. Dremzso Mlp CoonorrunrE ennoRs. Sranonno Devmorus Snowru es o.

ttZ4,O00 1:50,000
Trial 1 Trial 2 Trial 3 Trial 1 Trial 2 Trial e

AE (m)
oae (m)
AN (m)
oaN (m)

13.0
17.4
16.4
9 .7

24.O
77 .6
19 ,6
22 .O

2 t .5
13 ,3
L7.4
19.9

Average

22.2
76.2
19.4
19,9

10.9  11 .9
10.9  9 .4
75.7 75.7
9 .3  9 .3

Average

AE (m)
oaB (m)
AN (m)
oaN (m)
AD (m)
oan (m)

1 ' t  o

10.4
15.8
9 .5

1.5.2
10.0

22.6
l c , D

18.8
20.0
27.6
17.7

TneLE 3. TTD eruo ITD Avemoe AesolLne ERRoRs AND rHEtR AssoctArED
Sraruoeno Devnrrons.

Data AE {m) oas (m) AN (m) oaw (m) AD (m) oan (m)

TTD
ITD

39.1
L7.8

a 1  t

10 .5
38.6
23.O

109,6
143.0

720.9 36.3
144.5  22 .8

TnaLE 4. TTD n'ro ITD AvenecE RELAIvE ERRof,s (AL*), as Determined by
Comparison to Selected Baselines-.

Data Source AL 
",. 

(m) o (m)
TTD (uncorrected)
TTD (corrected)
ITD (corrected)

24.9
41.8
32.7

18.9
22.2
22.O

Tret-e 5. Avenaee Elevnrrou DIFFERENcEs ron rne DTED, DEM, ano Scaleo
Mrp Euvnrrols.

Data Source AH,"" (m) o (m) AH*". (m)

DTED
USGS DEM
1:24,000 map
1i50,000 map

solute horizontal accuracies of both the TTD and Irn did not
meet their design s-pecifications, probably because of less
than -optimal transformation pardmeters Lsed to convert the
clata trom their source datum (rvaozz) to their operational da_
tum (wcs84). Absolute errors averaged 120.9 m'for the rro
and 144.5 m for the ITD. Data captrire probably added some
small scale-dependent errors to the data, while the transfor_
mation- process added most of the error. This is fairly ob_
vious due to the systematic negative offset of the noithings,
as originally calculated.

For the relative accuracy assessment, the computed dis_
tances of selected baselines in the TTD and ITD were com_
pared to the cpS-derived distances for the same baselines.
The. average relative baseline errors (AL) and their standard
devlations tor the uncorrected T.m, corrected ffn, and cor_
rected no errors for all of the selected baselines are pre_
sented in Table 4. The relative accuracies for the rro and mo
were reasonable (average relative error for the uncorrected
TTD-was 24.9 m, average relative error for the ITD was 32.7
mJ tor this type of data and showed that the internal consis_
tency was fairly good. This gave another indication that the

1 . 5
o . v
1 . 5
7 . 7

1 )

6.1
7 . 4
1 . 0

3 . 8
23.3
5 .4
4 .O
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TeeLe 6. ORrHoMErRtc HEtcHrs (H) AND rHEtR Ennons (AH) FRoM rHE GPS Sunvev, DTED (1') nr.ro USGS DEM (31 ELevnrtoNl Anmvs, ano rxe 1:24,000
(24) mo 1:50,000 (50) Scru Mps.

Station H"""
(m)

H - 1 '
(m)

H - 3 ' ,
(ml

4 H . 1 "
(ml

A H - 3 "
(m)

H - 2 4
(m)

H - s 0
(m)

L H - 2 4
(m)

A H - 5 0
(rn)

1

4
5
6

8
10
1 1
1 t

74
1 5
t o
7 7
1 8
19
, n

278.4
274.5
257.7
236.8
245.7
2 t9 .2
234.2
248.6
267.6
272.0
235.7
202.7
2 t5 .2
195.0
254.7
2r0 .o
223.3
245.7
2 t2 .2

275
274
25t
238
248

238
251
265
277
236
207
276
196
255
209
224
245
209

-  3 .4
-  0.5
-  0.1
+ 7.2
+ 2 . 3

+ 3.8
+2 .4
- 2 . 6
-  1.0
+ 0.9
-  7 .7
+ 0.8
+ 1.0
+0.3
-  1.0
+o .7
-  0.1
-3.2

-  0 .4
-  13 .5
+ 5 .9
+ 0 . 2

+  1 1 . 3

-  7 .2
+ 2 . 4

+ 10 .0
+ 7 .9

+ 10 ,3
- 2 . 2

-  r3.0
+23.3
+ 9.0
+ 3 , 7
- 2 . 7
+ 0.8

276
2 7 5
252
238

279
237
254
268
2 7 3
235
201
275
194
253
2to
225
248
209

276
272
251
237
248
279
235
257
269
274
237
200
275
191
256
208
222
247
270

- 2 . 4
+ 0 .5
+ 0 .9
+ 1 . 2

-0 .2
+ 2 . 8
+ 5 .4
+ 0.4
+ 1 .0
-  0 .1
-  7 . 7
-o .2
-  1 .0

0.0
+ L . 7
+ 2 . 9
-3 .2

- 2 . 4
- 2 . 5
- n  1

+o .2
+2 .3
-o.2
+ 0.8

+ t . 4
+ 2 . O
+  1 .9
-  2.7
-o.2
-  4.0
+ 1.3
-2 .0
-  1 .3
+ 1.9
-2 .2

278
26t
257
237
z D  l

zis
251
z / J
282
243
2t3
273
782
278
279
227
243
213

* Station 6 not in elevations attays, ** Station 5 not on l:24,O00 scale map'

datum transformations were less than optimal. Considering
that for the optimistic case of a single variable difference, the
standard deviation for the difference o is given by

C*r-r, : \/2o*

For the 1:50,000-scale maps, o* would be 50 m, and the error
in a coordinate difference would be 7o.7 m. None of the
baseline errors are greater than 7O.7 m in the uncorrected
TTo and the ITD, while for the corrected rto only two base-
lines exceeded this optimistic tolerance. The skew and rota-
tion correction obviously reduces the internal consistency of
the TTD, as is evident in the increase in the average error for
the corrected TTD (Table 4).

Accuracy of the Elevation Data and Map Sheets
The DTED and uscs DEM elevation accuracies were assessed
by comparing the elevation array values at the survey sta-
tions to elevations calculated from the independent GPs sur-
vey. The accuracies of elevations scaled from 1:50,000- and
7:24,000-scale map sheets were also studied. Table 5 pre-
sents the average elevation error (AH.".) for each of these ele-
vation sources, along with the associated standard deviations
and maximum elevation difference (AH-*). The elevations
at each station from all of the tested sources along with the
associated errors can be found in Table 6.

The DTED vertical error is stated as 120 m linear error at
a 90 percent probability, while the USGS DEM vertical error is
+30 m linear error at 90 percent probability. All of the ele-
vation array sample points for both the otno and oEM fall
within the accuracy tolerances as stated above (Table 6).
These digital elevation data sources are of high quality and
easily meet their accuracy standards.

The vertical accuracy of the orro and onu data was
high, with all points falling within the specified tolerances
(*20 m at 90 percent confidence for the DTED and +30 m at
90 percent confidence for the DEM). The average error for the
DTED was 1.5 m. while for the DEM it was 6.9 m.

The minimum vertical accuracv standard for the

PE&RS

1:50,000-scale map is 11 contour interval (10 m) at a 90 per-
cent probability. For the 1:24,000-scale m_aps, it is also l1
contour interval, where a contour interval is 20 ft (6'1 m)'
Asain, all points checked fall within their accuracy allow-
arices (Table 6). Thus, both the 1:50,000- and 1:24,000-scale
maps meet their accuracy standards.

The vertical and horizontal accuracy of the 1:50,000- and
7:24,000-scale maps was also evaluated. The 1:50,000-scale
map had an average vertical error of 1.7 m (tolerance value is
10 m), while the average error for the 1:24,000-scale map was
1.5 m (tolerance valuels 6.1 m). No test elevations exceeded
the stated tolerances; thus, both maps met their stated verti-
cal accuracy requirements.

The r:i+,ooo-scale horizontal accuracies need to comply
with National Map Accuracy Standards; only 16.7 percent of-
the test points weie within the absolute accuracy tolerance- of
72.2 m. the average horizontal linear error was determined
to be 15.2 m. The 1:50,000-scale map also did not meet its 50
m circular error at 90 percent confidence; only 78.9 percent
of the test points were within the tolerance' The average hor-
izontal linear error for the 1:50,000-scale map was 27.6 m.

In summary, the elevation arrays and scaled map eleva-
tions were well within their accuracy standards, with no test
points falline outside of the stated tolerances. The absolute
Lorizontal aicuracv of the 1:50,000- and 1:24,000-scale maps
did not meet their stated horizontal standards. The relative
errors of the rro were teasonable for this type of data, while
the absolute horizontal accuracy of these data did not meet
their stated requirements. This was most likely due to errors
in the transformation process as the data were converted
from the map source datum (NAD27) to,the operational da-
tum, WGS84.

Conclusions
The work presented in this study can be used as an aid in
understanding the errors associated with standard digital car-
tographic dati sets. An idea of the errors associated with
data input into a cIS is required so-that the limits of a GIS
and its products can be determined. In this way GIS data can
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be used for military and engineering analyses in a precise,
meaningful and accurate manner.

Acknowledgments
The study was funded by the U.S. Army Corps of Engineers
Cold Regions Research and Engineering Laboratory (rjsa-
CRREL) in Hanover, New Hampshire under research contract
DAcAse-89-K-0orr. Appreciation is extended to Dr. Harlan L.
McKim (USACRREL) for making it possible for us to conduct
this study and to Louis A. Fatale (U.S, Army Corps of Engi-
neers Topographic Engineering Center) for providing the TTD
and Ito data sets. Technical comments by Prof. John G. Lyon
(osu) and Prof. Clyde C. Goad (osu) are also appreciated.-
The Survey Section of the 555th Engineers, III-Corps, U.S.
Army stationed at Fort Hood and particularly SSG Sanders
provided assistance during the field survey. The facilities of
the Center for Mapping (oSU) were used for the map data
processing.

References
Adkins, K.F., 1991. Accuracy Assessment of Tactical Terrain Data,

Digital Elevation Data, and Topographic Map Sheets using the
Global Positioning System, unpublished masler's thesis, The
Ohio State University, Columbus, Ohio.

Adkins, K.F.,.a3d |.G. Lyon, 1991. Use of aerial photographs to iden-
tify suitable GPS survey stations, Photogrammebic Eigineering
& Remote Sensing, 5 7(7) :933-936.

Dubishar, C., 1988. TTD Ilser's Gujde. U.S. Engineer Topographic
Laboratories, Fort Belvoir, Virginia, 132 p.

Ewing, 8.D., 1990. Pseudo-kinematic GPS for the survevor. GpS
Woild,7(2)tso-s2

Messmore, f.A., and L.A. Fatale, 1989. Piase 1 Tactical Tenain Data
Prototype Evaluotrbn. Report ETL-SR-5, U.S. Army Engineer
Topographic Laboratories, Fort Belvoir, Virginia.

Peny,-E.fr,!., 1992. Using GPS in agricultural remote sensing, GpS
Woild, 3(7)ts0-36.

Slonecker, E.T., and M.J. Hewitt III, 1991. Evaluatins locational
point accuracy in an GIS environment, Geo Infisystems,
1(6):36-44.

Trimble Navigation Limited, 19S9. GPS pathfinder llser's Manual.
Sunnyvale, California.

U.S. Geological Survey, 7987. Digital Elevation Models. Data Users
Guide 5, U,S. Geological Survey, Reston, Virginia.

Ward, B.8., and R.B. Hawkins, 1990. Specifications for a User-Ori-
ented Format for Tactical Terrain Data. Science Applications
International Corporation, Mclean, Virginia.

(Received 18 November 1992; accepted 30 December 1992; revised
26 January 1993)

GOMMERGIAL OBSERVATION SATETTITES
AND INTERNATIONAL SEGURITY

As. overhead photography becomes an increasingly_important dimension of diplomatic and public argument, the
editors of Commercial Observation Satellites and International Security have attempted t6 anticipaie, idenlify,
and measure the significance of the issues. This book focuses on traditionally unexpl6red areas wfrere'commer-
cial observations can clearly be of significance -- such as cross border conflicts, multilateral verification and
peacekeeping, crisis decision making, and nuclear proliferation.

Tooics include:

photointerpretation of commercial observation satellite imagery o open skies o cross border warfare
o nuclear nonproliferation o alliance relations o arms control compliance controversies o intelligence
gathering . public diplomacy . and more o

!/ito1s: Michael Krepon, Peter D. Zimmerman, Leonard S. Spector, and Mary lJmberger. I9%). 2iO pp. $6O;/SpR.t
Members $45. Stock # 4524.

For see the A!iPRS Store.

You can receive q.copy of PE&RE eachmonth !y joining ASPRS. Additional membership
benefits include discounts on: classified advertisements, publications, exhibit spaces anil
regjstrationr g-n-d mailing lists. To become an ASPRS membei call Anne Ryan or So-khan Hing
at 301-493-0290 todav!

PE&RS


