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Abstract
Environmental scientists are beginning to use the Global Po-
sitioning System (GPS) for in situ determination of the loca-
tion of point and line featurcs. The accuracy of data
collected by inexpensive cPs unifs can be quite variable. In
this study, we estimated the accuracy and precision of a
simple GPS rcceiver and community base station system. We
found that, under ideal conditions, 95 percent of the loca-
tions we derived were within 73 m of true without differen-
tial correction and within 6 m of true with correction.
Taking the average of repetitive fixes at a single location in-
creases accuracy and precision, especially if more than 50
sequential fixes ore used. There is little conelation of posi-
tional accuracies obtained at different stations or between
raw and differentially corrected data. There can be measura-
ble day-to-day variation in accuracy that may not be related
to PDOP (positional dilution of precision) conditions.

lntroduction
Global Positioning System (crs) technology is rapidly be-
coming a common method for in-the-field collection of envi-
ronmental data (Leick, 1987; Long et al., 1997i Slonecker and
Carter, 1990; August, in press; August et al., in press). Under
ideal circumstances, cPs can provide reliable and accurate
position and elevation information. Data collection proce-
dures at this time are, however, not yet turnkey in ease and
simplicity (Wells ef a1., 19Bo). A simple cps mission can re-
quire significant planning, preparation, and data manipula-
tion to ensure the highest quality results (Puterski et o1.,
1990; Adkins and Lyon, 1991). There are many sources of er-
ror that can degrade the quality of cps-derived positional
data. These include obstructions on the horizon, interference
of satellite signals by forest canopy, atmospheric distur-
bances, poor satellite geometry, Selective Availability (sa),
and reflection (multi-pathing) of satellite signals (Hurn, 1989;
Puterski et d1., 1990; Wilkie, 1989). Through careful mission
planning and post-processing of field data, it is possible to
minimize these degrading effects. It is important that new
users of cps be made aware of the fundamental accuracy and
precision of cps-derived data and the sources of error that
can degrade positional accuracy.

The purpose of this study is to assess the quality of hori-
zontal position data obtained from an inexpensive cPS re-
ceiver system under excellent field conditions. Specifically,
we wanted to determine (1) the effectiveness of differential
correction (Hurn, 1989) in removing the distortion caused
primarily by Selective Availability (SA), (2) how data averag-
ing improved the quality of position estimation, and (3J the
observed levels of precision within and between data collec-
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tion sessions. Our objective was to determine levels of accu-
racy of cPs data under near ideal field conditions. We did
this by comparing the actual position of two first-order (An-
tenucci et ol., 1997) geodetic control points with positions
estimated from 300 replicate GPS fixes obtained during 20
different data collection periods. This study was not de-
signed to identify or measure different sources of error that
degrade cps data. Moreover, we did not evaluate the accu-
racy of elevations provided by crs. Although cPS receivers
are capable of providing excellent data on vertical position-
ing, extreme care must be taken in choosing the appropriate
reference datum (geoidal or ellipsoidal) for the application
(Wells ef d1., 1986).

Methods
Hardware and Soltware
Field data were collected with a three-channel Trimble Path-
finder Basic portabie receiver (firmware version 3.14, Trim-
ble Navigation Company, Sunnyvale, California). Data were
logged in the wcs-84 datum with a firmware-imposed eooe
(positional dilution of precision) mask of 4.0, a signal-to-
noise ratio threshold of 5, and an elevation mask of 11 de-
grees. Data used in differential correction were obtained from
a Trimble Community Base Station system with a Pathfinder
Professional receiver ffirmware version 1.10) located at the
Environmental Data Center, University of Rhode Island. Both
the base station and rover unit were set to log data in manual
gD mode using signals from four satellites. The coordinates
for the base station antenna were obtained by triangulation
from two first-order National Geodetic Survey control points
Iocated within 2 km of the base station (4I' 29' 20,17" N lati-
tude; 71' 3'1.' 39.76" W longitude). Three survey-quality Trim-
ble 4000 series GPS receivers were simultaneously operated
at the base station location and the two control points for
one continuous hour to gather the data for the triangulation.
We confirmed the accuracy of the base station antenna coor-
dinate by re-calculating the location using conventional trav-
erse methods. The coordinates obtained from the two
independent surveys were within 9.24 cm of each other. The
horizon around the base station antenna was essentially
unobstructed in all directions (Figure 1).

Data logging at the base station was done using Trimble
PFCBS software (version 1.37). Mission planning and way-
point downloading were performed using Trimble PFBASIC
software (version 2.0-75). Differential correction was accom-
plished with Trimble PFINDER software (version 1.46) using
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Figure 1. Obstructions on the horizon from eps antenna lo-
cations at the (a) uRr base station, (b) P/easant station,
and (c) University station. The elevation mask at each lo-
cation is shown as a dashed horizontal line

the measurement space method (a pseudo-range correction
process). The plorssr software (Lawrence Fisher, In Litt) de-
scribed in Puterski ef 01. (1990) was used to view graphically
the cPS data. ASCII files for statistical analyses were created
with PFBASIC software. AII Trimble and plotssr software
was run from an 80386-25 MHz microcomputer. Data were
analyzed with PC-SAS software (SAS Institute, Carey, North
Carolina) on an 80386-'J.6MHz microcomputer.

Data Collection Protocol
All data were collected during conditions when pDoP was
below 4,0, as predicted by mission planning projections, The
accuracy of mission planning projections for optimal data
collection times used in this study was tested on four differ-
ent occasions by comparing real-time PDOP values reported
by the community base station system with those projected
by mission planning for the same one-minute interval. The
mean deviation between the two was Iess than 0.1 PDOP (SD
: 0 . 0 6 9 , n : 7 5 7 ) .

For a given sample, the community base station was ini-
tialj.zed and positions were continuously logged to a data fiie
at the rate of approximately one fix per second. For every
sample session, we collected data at two monumented geo-
detic control points, both of which meet FGCC (Federal Geo-
detic Control Committee) standards for first-order accuracy
(Antenucci et al., 1.99t), IJniversity station is located 0.51 km
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east of the base station and Pleasont station is located 2.0 km
northwest of the base station. Both sites have relatively un-
cluttered horizons (Figure 1). While the base station was op-
erating, we collected at each location 300 sequential fixes
continuously logged at a rate of approximately one per sec-
ond into the waypoint buffer of the rover unit. Satellite data
reception for the rover was facilitated by an external antenna
mounted atop a 2-m staff on a tripod positioned directly
above the control point monument. Data were collected for
both locations within a 30-minute period for each samole.
Data logging at the base station wai stopped after the field
data had been collected by the rover unit.

The fixes for Pleosonf and Uniyersify stations were
downloaded into the base station microcomputer, differen-
tially corrected and, along with the uncorrected (raw) coordi-
nates, stored as ASCII files. The PROIECT utility from the crs
software package ARC/INFO (Environmental Systems Research
Institute, Redlands, California) was used to convert the data
from decimal degrees (provided by the nFBASTC program) to
Universal Transverse Mercator (UTM) metre units (Zone 19).
The final ASctI file contained the date of collection, a code
for station name (University or Pleasant), the replicate fix
number (1 to 300), the raw coordinates for the fix expressed
in UTM metres, and the differentially corrected coordinates in
UTM metres for the same fix. A session's data were disre-
garded if any of the 300 points were unable to be differen-
tially corrected. All data were collected over 13 different
days from 20 March to 23 April 1992. The final dataset con-
sists of 20 sample sessions each with 300 replicate fixes ob-
tained from the two first-order control stations.

Data Analysis Protocol
The fundamental unit of our analyses is the distance be-
tween the known location f.ot Pleasant or University station
and the computed location determined from the cps rover
unit. Exact locations for the monumented control ooints
were originally reported in the NAD-as reference system. The
GPS locations we measured were based on the WGS-aa refer-
ence system. The differences between NAD-83 and wcs-a+ ref-
erence systems are slight (Schwarz, 1989; Brown, 1992) and
do not require standardization for analyses such as we pres-
ent.

For this study, accuracy is represented by the distance
between the known and cps-derived nositions for each sta-
tion. As the calculated location approaches the known posi-
tion, accuracy is increased. Precision is represented by the
variation among repeated measurements of accuracy and is
reported as the standard deviation of the mean distance from
true for replicated samples. We also report our results using
percentile summary statistics. The 50th percentile, or median
value, is the distance from true that encompasses 50 percent
of all the fixes in a sample. This is also known as the Circu-
lar Error Probability (cei,). We also provide distance mea-
surements for the 90th, 95th, and ggth percentiles.

An important component of the analysis was to deter-
mine how accuracy was improved by averaging sequential
fixes during a continuous data recording session. fo estimate
the effects of averaging, we calculated the mean uTM X value
and mean UTM Yvalue for 5, 10, 20, 50,100, 200, and 300
successive fixes. For each average UTM X and average UTM y,
we calculated the distance from true. Equalitv of variance
was tested with the Variance Ratio Test (Zuri tTz+). Tests of
the equality of means were performed using the Student's T
statistic or analysis of variance (ANoVA) (Zar, 797a).

Systematic directional bias was estimated in two ways.
For a sample of fixes, we calculated the mean deviation in
the X (east-west) axis and the mean deviation in the Y(north-
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Tneu 1. RAW (Nor DtrreReruttnLlv Connecreo) GPS Dern Cou-efieo FRo[,4 UN/vERs/Tr AND PLr,csANT Geoorrrc Conrnol Srrs. THe Nuveen or Sequenrrnl Frxes
THAT WERE AveRneeo Ane Venteo FRorV No AVEMGING nr eLL- (or.rE RrplrcnrE Pen Frx) ro 300 Repucnres Pen Frx. Tne Meeru Drsrnrce rs rue DrrreReruce (rru

Mrrnrs) BEMEEN rse GPS-Denrveo Locnrron nr.ro rHE TRuE Posrrron.

Parameter
Number of Sequential Fixes Averaged per Coordinate

10 20 50 100 300zoo

Pleasant Station

Mean Distance (m)
Standard Deviation
Minimum
Maximum
Median (50th percentile)
90th percentile
95th percentile
99th percentile

University Station
n
Mean Distance (mJ
Standard Deviation
Minimum
Maximum
Median (50th percentile)
90th percentile
95th percentile
o Q l h  n o r . a n t i l 6

6000
39.3
2 7 . 3

n 7

15  9 .1
3 3 . 0
73 .3
92 .6

L44.6

6000

l / . J

1 . 0
92.4
30.1
56.1
66.7
82.2

7200
e o  ,

27.3
0 .6

154.8
3 2 . 8
/  J . 5

92.7
145.0

7200
32.3

L O

88 .3
29.5
55.2
66 .1
8 1 . 5

600
39.1
27.3

1..4
r 5 2 . 7
3 2 . 7
/  J . 5

93.7
t44.9

600
3 2 . 7
l o . o

2 . O
84.6
30.0
5 5 . 2
66.9
79.6

300
3 8 .9
2 7 . 2

1 . 9
752.2

J  L . A

72.8
97.7

744.5

300
3 1 . 9
16.6
0 .5

29.r
J 4 . J

66.7
80.2

720
38.2
2 7 . r

, 4

147.9
37.2
7 t a

89 .5
\ J / . d

720
30.9
16.6
1 . 6

28.5
J J. ,J.

66 .9

60
37.7
26.7
2 . 7

140.1
3  0 . 3
70.5
8 6 . 8

140.7

60
30.0
74.8
6 . 1

28.7
49.4
56.8
74.7

,n
30.8
20.9

6 .0
79.5
24.9
65.8
74.5
79.5

20
2 7 . 6
1 2  t

7 . 7
C U .  I

t o  ?

+ J . /

48 .8
50 .2

2 0
z / , J

2 2 . 8

80.2
t / . o

b J . l

7 2 . 8
80.2

20
, q  1

72.8
7 . 2

25.8
47.5
4 3 . 6
43.7

TneLe 2. DIFFERENTIALLv CoRRecrEo GPS Dlrn FRo[,4 UNMERs/ry AND PrE4s4M GEoosflc Corlrnol Sres. THe Nuvern or SEeuErrrel Fxes rur Wgne AvERAceo
ARE Venteo FRoM No AvrRncntc AT ALL (oNE Repuclre PER Frx) ro 300 Repucrres Pen Frx. Tnr Meen Drsrntce ts rHE DTFFERENcE (rN METREs) BETwEEN rne GPS-

DeRrveo LocerroN AND THE TRue Posrror.

Number of Sequential Fixes Averaged per Coordinate
Parameter 5 1 0 2 0 50 100 200 300

Pleasant Station

Mean Distance (m)
Standard Deviation
Minimum
Maximum
Median (50th percentile)
o n r h  n o ' ^ o n i ; l o

95th percentile
Q Q t h  n o r . o n + i l o

University Station

Mean Distance (m)
Standard Deviation
Minimum
Maximum
Median (50th percentile)
Q n f h  n o r . o n t i l 6

o q r h  n o r ^ a n 1 ; l d

Q o f h  h o r . o n + i l o

6000
4 . 8
J . D

0.1
72.O

8.6
10.3

6000
6.6
4 .4
0 .1

58.0
c . /

t2 .7
14.6
27.6

1200
4 . 7
J . J

0.2
J  b . 3

4.0
8 .3

1 5 . 3

1,200
D . 4

0.1
45.9

J . J

1 1 . 5
14 .4
2 7 . 2

600
4 .5
J . J

0.2
44.6
3 . 8
8 . 1
Y . f ,

1 3 . 6

600
o .  r
4 .O
u .5

J J . J

J . Z

10.9
1 3 . 6
20.2

300
4 . 7
2 .9
U . J

28,6
J . J

8.5
7 2 . 2

300

3 . 6
t J .  f ,

4 .4
70.4
72.7
18 .0

t20
3 . 3
2 . 0
0 .2
9 .8
3 . 2
5 .9
6 .8
v , J

720
4 2
2 . 8
0 .3

16.7
J . b

8 . 1
8 .9

1 .3 .7

60
2 . 8
7 , 4
0 ,6
6 .0
2 . 6
{ . o

J . J

6.0

60

2 . 2
o .2

10.0
3 . 0
6 .4
7 .9

10.0

2 0

1 A

0.8
J . I

1 . 9
4 .8
5 . 0
5 . 1

2 0
2 . 8
1 4

o .7
5 .4
2 . 7
4 . 8
J . Z

5 .4

2 0
2 . 7
0 .9
0 .9
4 .O
2 . 7
J . l

3.6
4 .0

2 0
2 . 7
1 . 8
0 . 3
6 .0
, q

b . b

5 . 9
6 .0

south) axis. We tested the hypothesis that the mean devia-
tion in each axis was equal to 0 using a T statistic. If the null
hypothesis was reiected, the mean was not equal to 0 and di-
rectional bias existed; eastward if mean X was positive,
northward if mean Ywas positive. We also assessed direc-
tional bias by using standird methods of analysis of circular
data (Batschelet, 1981). For each fix, we calculated the angle
of deviation from true. For a sample of angles, we used the
Rayleigh statistic to test the null hypothesis that the angles
were uniformly distributed in all directions and were not
clustered in a single direction. If the null hypothesis was re-
jected, the sample of angular deviations was not uniformly
distributed and a directional bias was present.
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Results and Discussion
The accuracy and precision of raw data not subjected to dif-
ferential correction for Pleasant and Universifu stations are
reported in Table 1. The average distance from true for a sin-
gle locational fix was 32 m for University station and 39 m
for Pleasant station with 95 percent of all fixes falling within
67 m (Universif, station) and 93 m (Pleasant station). These
levels of accuracy are within the limits of error imposed by
sn which was enabled during our study. The Department bf
Defense states that 95 oercent of cps fixes will be within 100
m when SA is operational (Georgiadou and Doucet, 1990).
When 300 sequential fixes are averaged, the mean distance



Teale 3. PEARsoN Pnooucr-Moverr CoRRELATIoNS (r) FoR RAW AND
DrrrenrrurralLv CoRnEcreo GPS Darn. Txr 300 Repucere Aveuce pen Ftx
Dnn Wene USED rN THrs ANALysrs. NoNE oF THE R VALUES SlerutRcnrurLv

DrrreReo rnov 0 (n:20).

than 3 m for both stations; 95 percent of the fixes fell within
4 m for Pleasant station and 6 m for University station.

Averaging of sequential fixes improved the accuracy of
position estimation (Table 2). Averages of 50 to 300 sequen-
tial fixes produced notable improvement in accuracy (Figure
3); however, averaging fewer than 20 replicate fixes only
slightly improved the accuracy. The precision of corrected
fixes is significantly improved by averaging, The variance of
the mean of the 300 replicates per fix data was significantly
less than the variance of the single replicate per fix data
(Variance Ratio Test; Fpt"o"ont : 16, p < 0,001, Funiuesity
: 5 . 9 , p  <  0 . 0 0 1 ) .

Accuracies obtained for the two stations were similar,
The mean deviation for the 300-fix distance (with differential
correction) did not differ significantly between the two sta-
tions (T : 1.45, p > 0.05), although the data obtained for
University station were significantly more variable than data
obtained atPleasant station (F : 4.1,p < 0.005). Interest-
ingly, raw data (not differentially corrected) obtained for
Pleasant station were significantly more variable than raw
data from the University station (F : 3.2, p < 0.01). It is un-
clear why differential correction improved the precision of
Pleqsant station data more than the University station data.
There were no significant correlations among uncorrected
and corrected data (300 sequential fix average dataset) within
or between stations (Table 3). These results indicate that it is
difficult to predict the accuracy of differentially corrected
fixes based on the accuracy of the same data prior to the cor-
rection process. Accuracy at one location does not appear to
be a good predictor of accuracy obtained at another site.

Consistent directional biases were slight, or non-existent,
at the Universifi and Pleasant stations. The mean deviations
in the east-west axis (300 replicate average data with differ-
ential correction) were - 0.5 m for Pleasant and - 1.13 m for
University. The mean deviation for Pleasant station did not
differ from 0 (T : O.17, p > 0.05) but the deviation aI Uni-
versity station in the east-west axis was significantly less
than 0 (T : 1.13, p < 0.05) and this indicates a trend toward
a western bias. The mean deviation in the north-south axis
was 0.18 m at Pleosanf and - 0.5 m at University. Neither
deviations in this axis differed significantly from 0 (Tpt"o,ont
: 0.6, p ) 0.5; Ty,;u,."ity: 0,3, p > 0,5). The mean angles of
deviation for both stations are given in Table 4. In no case
did the distribution of angles differ from uniform,

There were significant differences in the accuracy of crs
fixes among days. Two-way ANovA indicated a significant
sampling day effect at both Pleasant (F = 2.0, p < 0.05) and
tJniversity (F : 3.1, p < 0.001) stations when the 50 repli-
cate average per fix data were used. Average sample (i.e., the
mean of the six 50 replicate averages per sample day) accura-
cies ranged from 1.4 to 5.4 m at Pleasant station and 1.7 to
7.4 m at University station. The 50 replicate average data
were chosen for this analysis because of the need to have
replication within sampling days (n : 6/sample day) and
this level of averaging produced a reasonably good estimate
of true location (Figure 2).

Conclusions
Our results indicate that a relatively inexpensive three-chan-
nel cps receiver, coupled with the capability to apply differ-
ential correction to field data, can produce accurate and
precise locational data at medium scales (1:12,000 to
7124,000) of resolution. Under good conditions (low PDOP
and few obstructions to satellite signals), differentially cor-
rected cps positions will be within 6 m of true location. Av-
eraging replicate fixes significantly improves the accuracy.
We found that using fewer than 20 replicates per fix only
slightly improved accuracy, whereas using 50 replicates or

Pleasant
Corrected

University
Raw

University
Corrected

Pleasant
Raw
Corrected

University
Raw

- 
l-'n 0.39

-  0 .39
0.01
0.34

-  0 .09

from true is reduced to 25 m (lJniversity station) and 27 m
(Pleasant station) with 95 percent of all data falling within
44 m (universif station) and 73 m (Pleasant station).

Differential correction markedly improved the accuracy
and precision of cps data (Table 2, Figure 2). The average
distance from true for single fixes was 5 m (P/eosonf station)
to 7 m (University station) and 95 percent of all single fixes
were within 10 and 15 m (Pleosonf and University stations,
respectively). When the 300 replicates per data recording
session were averaged, the mean distance dropped to less

44

.a-
l.
t

':; 
//-\ 

'i
. .  / / - \ \  r j' \  (  (9 ,1  T*'r. \--,/ I

; r-'t.r i
- 

!..e /-t
tr..,.*.:-, &

. j . .

A B

FiEurc 2. Representative array of 300 sequential fixes ob-
tained at the P/easant station on 1 April 1992 (A) without
differential correction, and (B) after differential correction.
The three circles have radii of 2 m, 5 m, and 10 m. The
station is located in the center of the inner circle. The
arching pattern in the raw data is due primarily to the dis-
tortion caused by Selective Availability.

1 6
o
.t to
L

oE t2

ts 'o
E O

i ' p  a
o . =

E B  o
: 6

5 F  n
o
? 2
U

0
1 5 r0 20 50 100 200 300

Number of Sequential Fixes Averaged Together

Figure 3. Enhancement of accuracy from averaging se-
ouential flxes.

a Pteasnt Stalon



Station/Dataset

Mean Angle
of Deviation

(degrees)

TleLe 4. DrnecrroNll Brns rn Rew (Uruconnecrro) ANo DtFFERENTtAuy
ConRecrEo GPS Dnm FoR THE PrE4sqM AND UNrvERsny Srerrons. Tse Avemce
oF ALL 300 Sequerurnl Repucnres pER SAMPLE WAS USED pER Ftx. THE MEAN
ANGLE ls rHE AVEMGE DlREcloN or rHe CeLcuL,lrED LocATtoN ReuT|vr ro Tl.re
Acruel PosrroN, r rs rHE Lerucrn or rHE MEAN Vecron Ato ls I Meesune or
THE VARTAIoN Anouuo ne MEcN ANGLE. R rs Ravurcx's R Srarrslc wnrcn

Tesrs rHg NuLl Hyporxesls rHAT THE SlvpLe or Arucus ls UnrronvaLLv
DrsrRrsureo Anouruo n ClRcr-E. p rs tHe Pnoalarury IHAT THE Dnm AnE

UNtFoRMAtty DISTRIBUTED Anouruo n CrRcLe.

References
Adkins, K. F., and I. G. Lyon, 1991. Use ofAerial Photographs to

Identify Suitable GPS Survey Stations, Photogrammetric Engi-
neering & Remote Sensrng, Vol. 57, No. 7, pp. 933-936.

Antenucci, J.C., K. Brown, P.L. Croswell, M. f. Kevany, and H.
Archer, 7997. Geographic Information Sysfems: A Guide to the
Technologr, Van Nostrand Reinhold, New York, 301 p.

August, P. V., in press. Applications of GIS in Mammalogy: Building
a Database, Applications of GIS in Mammalogr (S. Mcl,aren and
J. Braun, editors), University of Oklahoma Press.

August, P.V., C. Baker, C. LaBash, and C. Smith, in press. Geo-
graphic Information Systems for the Storage and Analysis of
Biodiversity Data, Methods rn tfte ,{ssessm ent of Mamma}ian
Biodiversity (D. Wilson and R. Rudran, editors), Smithsonian In-
stitution Press, Washington D.C.

Batschelet, E., 1981. Circular Stotistjcs in Biolog, Academic Press,
New York, 3zt p.

Brown, A., 1992. The GPS Coordinate System Explained, GIS World,
Vol. S, No. 2, pp.70-77.

Georgiadou, Y., and K. D. Doucet, 1990. The Issue of Selective Avail-
ability, GPS World,Yol. 1, No. 5, pp. 53-s6.

Hurn, J., 1989. GPS: A Guide to the Next Utrlrty, Trimble Navigation
Ltd., Sunnyvale, California, 76 p.

Leick, A., 1987. GIS Point Referencing by Satellite and Gravity, In-
ternational Geographic Information System (IGIS) Symposium:
The Research Agenda (R,T, Aangeenbrug and Y.M. Schiffman,
editors), Association of American Geographers and the National
Aeronautics and Space Administration, Vol. 2, pp. 305-317.

Long, D. S., S. D. DeGloria, and j. M. Galbraith, 1991. Use of Global
Positioning System in Soil Survey, Journal of Soil and Water
Conservation, Vol.46, No.4, pp. 292-257.

Puterski, R., I.A. Carter, M. J. Hewitt ilI, H. F. Stone, L. T. Fisher,
and E. T. Slonecker, 799O. Global Positioning Syslems Technol-
ogl and Its Application in Environmental Programs, GIS Tech-
nical Memorandum 3, Environmental Monitoring Systems
Laboratory, Office of Research and Development, U.S. Environ-
mental Protection Agency, Las Vegas, Nevada.

Schwartz, C. R., 1989. Relation of NAD 83 to WGS 84, North Ameri-
can Datum of 1983 (C. R. Schwartz, editor), NOAA Professional
Paper NOS 2, pp.2a9-252.

Slonecker, E. T., and J. A. Carter, 1990. GIS Applications of Global
Positioning System Technology, GPS World, Vol. 1, No. 3, pp.
50-55.

Wells, D., N. Beck, D. Delikaraoglou, A. Kleusberg, E. Krakiwsky, G.
Lachapalle, R. Langley, M. Nakiboglu, K, Schwarz, |. Tranquilla,
and P. Vanicek, 1986. Guide to GPS Positiomng, Canadian GPS
Associates, Fredericton, New Brunswick, Canada.

Wilkie, D. S., 1989. Performance of a Backpack GPS in a Tropical
Rain Forest, Photogrammetric Engineedng & Remote Sensing,
vol.  55, No. 12, pp.7747-7749.

Zar , l .  H . ,
620 p .

(Received'
14 January

1974. Biostatistical Analysis, Prentice Hall, New |ersey,

15 September 1992; accepted 30 December 1992; revised
1993.|

Pleasant
Uncorrected
Corrected

University
Uncorrected
Corrected

c , D

6.1

20 128
20 106

20 328
20 97

0 . 1
0 .3

0 .3
0 .3

2 .9
5 . 7

> 0 .05
> 0 .05

> 0 .05
> 0 .05

more markedly improved both accuracy and precision. The
cost of replication is slight as most GtS receiving units have
data logging capabilities. Replication simply means spending
a few more minutes at the data collection site to acquire ad-
ditional fixes. Differential correction significantly improves
the accuracy of cps data. There can be significant day to day
variation in accuracy at any given location, Accuracies ob-
tained at one field site are not necessarily correlated with
those obtained at other Iocations within the same time oe-
riod. The results presented here should be viewed as n;ar
optimum for the kind of equipment we used. Data obtained
under less than favorable conditions (e.g., poor satellite ge-
ometry or obstructions between the receiver and the satellite
constellation) will Iikely be Iess accurate than those pre-
sented here.
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