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Abstract
A parametric modeling of the image geometry of spacebome
synthetic-aperture rudar (5,+n) sensor is presented. The
model parameters are orbital parameters, sensor parameterc
and SAR processing parameters. This modeling allows geo-
metric processing (points location, geocoding, registration),
the accuracy of which is dependent only on parameter mea-
surement etors. In addition, error models enable one to rc-
fine the parameterc through Bayesian estimation by using
control points (gound control points when a map is avail-
able, homologous points in the case of image registration).
SEASATISP)T image registration is presented as an applica-
tion. The relief elfect is discussed and is deconelated from
the parameter error effect. The resulting pixel registration er-
ror is less than 10 metres if the relief effect is compensated
for.

lntroduction
For cartographic applications of remote sensing image and
multi-sensor image interpretation (fusion), one needs to
know accurately the geometric model (deformation model)
between the images and a reference map (with or without a
digital elevation model) and between the images themselves.
Careful modeling of the spacecraft's physical properties en-
ables one to express the deformation functions (or location
functions) between the image geometry and the terrain geom-
etry. To allow accurate geometric processing (points location,
geocoding, image registration), these functions must have a
parametric form. As a general rule, the physical properties of
the image geometry are such that only a small number of pa-
rameters is sufficient to ensure sub-pixel accuracy. The inter-
est of this approach is multiple:

. the parameters have a clear physical meaning, and their ef-
fects are easy to understand;

. the geometric image registration is then presented as the opti-
mal estimation of parameters from observations;

o accuracy can be controled; and
r the modeling is often continuous and has slow variation.

That allows its extrapolation to more than one scene.

In this paper, the image geometry of a spaceborne SAR sen-
sor is discussed based on this parametric modeling approach.

The model parameters are part of the different segments
of the imaging system; i.e.,

o spacecraft orbit,
. sensor (instruments), and
. sAR processing algorithm.

Before introducing the model parameters and errors af-
fecting them in the section on parametric modeling, we will
draw up, in the next section, the SAR sensor location func-
tion. In the final section, an application of the parametric
modeling is presented. It is the registration of a SEaSAT and a
srot image of the Aix-en-Provence region (France).

SAR location Function
The location function allows the computation of the coordi-
nates of a point in any (arbitrary) geographic coordinate sys-
tem from its image coordinates. This function is deduced
from the raw data processing (Sal processing) that produces
the image. SAR processing will not be described in detail in
this paper, so for readers not familiar with this topic, see for
example Barber (1985), Fitch (1988), and Wehner (1987).

SAR processing is separated into two parts corresponding
to the two dimensions of the image:

. range processing followed by range migration correction, and
a azimuth processing.

In both directions, the processing consists of pulse com-
pression achieved by a convolution of the return with a ref-
erence function lr(f) a s- ( - t) where s(f) is the return in the
considered direction (* denotes the complex conjugate)
(Wehner, 19s7). In the range direction, for a given target at
slant range r from the sensor, the return is of the form (the
amplitude of the signal is of no interest for geometric pur-
pose)

1
s,(t) d exp{2nt'lf ,tt+ }a(t 

- r)zl} with

- T / 2 < t - r < T l 2  ( 1 )

where we assume a transmitted chirp (linear frequency mod-
ulated signal) of carrier frequency/and rate a : AflT (Af
and T are, respectively, the bandwidth and the pulse dura-
tion). r is the round trip delay time of the pulse and is equal
to 2rlc with c the speed of light. ,f'r is the intermediate fre-
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quency obtained after mixing down the received signal (the
time t used in this direction is usually called the fast time
because it is referenced to c).

In this direction the pulse compression is easily
achieved becausefT and a are given in the sensor specifica-
tions. The image is'then formed by taking the modulus of
s. (t) . l[f) (*denotes the convolution operation). This is a

.. /sin r,z \sinc function 
\;)' 

in which the main lobe position in-

dicates the position of the pixel in the image. The main lobe
occurs at t : r : 2rlc. That is, the position of an arbitrary
fixel in the range direction is related to the slant range r
from the sensor to the corresponding point on the ground. If
the pixel position in the range direction is referenced by g,
we can write

|  :  pq+ro.  e)

The scale factor p is the pixel size in range direction and is
equal to clF", where { is the analog to digital sampling fre-
quency (A/D sF) and ro is a constant (if q : 0 at the first sam-
ple of the range line, then ro must be the near slant range).

After the range migration correction step, the signal in
the azimuth direction for a given target is of the form

s"(r) a s)(p{- Znlf oft - t") + ! i ,U 
- , . l t}  (3)

w i t h - ! = = t - t - s \
2 " 2

(the time t in this direction is called the slow time by oppo-
sition to the fast time because it is referenced to the velocity
of the spacecraft). In the Earth coordinate system R" : (O,
d,, d,, d ,,) (rotating with the Earth) centered at the Earth cen-
ter O, assuming the spacecraft is denoted by S and the target
by M (assumed fixed on the Earth surface), we have (Fitch,
1e88)

r^ :  -2  (h , -  r t ) . f ,  {4 )tD -  
Ar

. ? .
i " :  - ; ( l%l '  -  (F -  F") 'A-")  (5)

with

l, : clf : carrier wavelength of the transmitted pulse,
[ : duration of the synthetic aperture,
f" : time corresponding to the center of the slmthetic aperture,
R, = O7,I -- (x,y,z): target position in R',
F" : OIS : (Xs,Ys,Z): spacecraft position in fls,

) D

V, : =: : (Ws, Ws, VZs): spacecraft velocity in .R', a4d- d t

,li^
A, = 

;i 
= (AXs, AYs, AZ): spacecraft acceleration in R".

The /, term is commonly called the Doppler centroid be-
cause it physically corresponds to the signal frequency at the
center of the synthetic aperture caused by the phase shift
due to the radial velocity of the spacecraft. The fp term is .
usually called the Doppler frequency rate. This is because/p
is approximately the first derivative of f".

The response in this direction has the same form as the
response in the range direction, However, in order to achieve
the compression, /r(f) must be computed by tracking the Dop-
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pler frequency history Vo and i) of the target (clutter lock
and autofocusing techniques). As in the range direction, the
result of the convulution's modulus is a.sinc function. As-
suming an enor-free estimate of f, and f o, its main lobe,
which gives the pixel position in the azimuth direction, oc-
c u r s a t f : t c .

The position of an arbitrary pixel in the azimuth direc-
tion is related to the time f for which the frequency of the
azimuth response of the corresponding target is equal to the
Doppler centroid /r. If the pixel position in azimuth direc-
tion is referenced by p, we can write

1 : l 1 p + t a  ( 6 )

The scale factor k is the pixel size in azimuth direction and
is equal to N/4 with N and F. being, respectively, the num-
ber of look and the pulse repetition frequency (eru'). to is a
constant depending on the origine ofp.

From the image coordinates (p, q) of a target, we get (t, r)
from Equations 6 and 2. We can write in Rr:

r : ((n- - F") . (F, - F;1"' (7)

Fn, is the unknown and fr", given by the ephemeris data (see
section on orbit parameters), is a function of t.

The knowledge of fo, used in the reference function of
the azimuth pto"":"sing, gives a second relation between F-
and the pixel position (t, r):

f" -- -+(E - F") ' % (s)

7, is given by the ephemeris data and is a function of t.
The pixel location on the ground is achieved (Curlander,

1982) by solving Equations 7 and 8 with the constraint stat-
ing that the target belongs to the Earth surface modeled by an
ellipsoid as given by

x 2 + v 2  2 2

f f i+  1s,+ W: t  (e)

with A" and 8", respectively, the equatorial and the polar ra-
dius of the reference ellipsoid and h the elevation of the tar-
get above the reference ellipsoid.

Because the system formed by Equations 7, 8, and I is
not linear, it is solved by an iterative numerical technique
such as the Newton-Raphson technique.

Parametrh Modeling
The location algorithm developed in the late section allows
for automatic pixel location. The accuracy of this location is
related to the accuracy of the

o ephemeris data (X", Ys, Zs, V Xs, V Ys, V Zd,
. sAR data collection system (ft, p, ro, fo), and
o sAR processing algorithm (f2).

The ephemeris data are not known accurately.
Instabilities arising in oscillators and other electrical

components of the radar along with inhomogeneities in the
atmosphere (Greene and Moller, 1962; Develet, 1964) cause a
phase error in the signal in both range and azimuth direc-
tions. Another consequence of these instabilities are the de-
viation of the instruments from there ideal position so that
the PIU', fl, and the AID SF, d, don't keep their nominal val-
ues. Finally, sampling window timing error and dating error
cause errors in range and azimuth direction, respectively (er-
ror sources are listed by Howard (1987)).
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Tests conducted with SEASAT SAR data by Curlander
(19S2) predict pixel location within 200 m. In order to im-
prove the location accuracy, it is necessary to have a parame-
tric rnodeling of the image geometry. This parametric
modeling-will allow estimates of the actual values of the pa-
rameters from observations (ground control points or homol-
ogous points). The estimate is achieved by the maximum-
likelihood technique. The error models of the parameters
then become necessiuy.

Errors in the ephemeris data are usually assumed to be
normally distributed in a random process. The same assump-
tion is usually made for the phase error (Greene, 1962; Deve-
let, 1964). On a other hand, we know nothing about timing
and dating errors and the form of errors affecting 4 and F_
For simplicity of the computation, we will assume these er-
rors are also normally distributed. The maximum-likelihood
estimator then leads to the least-squares estimator.

Sensor and SAR ftocessor Parameterc
The sensor and sRR processor parameters will be discussed
following their effects in the range or azimuth directions.

Range direction
Considering phase error, the response in the range direction
sl(t) is, therefore, proportional to

exp{2r{firt * 
}", 

- r)1 + :AQ||J}

where 4{(t) is the uncompensated phase error. If we assume
a quadratic form for this error, Afi(t) : zi{Af ,t +
1

;Af,t.) (with A/, << f i1 and Af, << a), the computation of

ls; (4-h(t)l (*denotes the convolution operation and l.l the
modulus) with fi(f) ( si (- 4 yields a srnc function #hose
main lobe occurs at t = r t At where (see Appendix 1)

"r: -+

radar carrier frequency or wavelength (causing a phase shift
AQ",@)') and instabilities in the receiver system (causing a
phase shift A6o,(u),).

The global phase shift can be written as

46"@): AQ",@) + AS",(u)

:  -zn{Af"u + 
}Aj"u)

so that the actual phase of the received azimuth signal si(u)
is

Q i @ ) :  - 2 ? I { f b " + } i ; " t (13 )

wi th / i  :  f  o  +  A f  
"andf  " :  

f  
"+  

A f  o .

The azimuth reference function fi(u) is built by estimating
the phase of the received signal si (u). Assuming error-free
estimate, we have

l r (u)  :  s 'J( -u)  n expl2r4- fb"  *  
; ibu ' ) l  

(74)

The image lqj(u)-h(u)l is proportional to a sinc function in
which the main lobe occurs at u :0: i.e., t : t (see Appen-
dix 1).

The phase error occurring in the azimuth direction has
no effect on the pixel position on the image grid (p, g). But it
is clear that it will result a location error in azimuth direc-
tion by usingff in Equation 8 for localization.

This error can be removed by setting /, as a parameter.
In general, the parametrization of /, is of the form

f" :  f "Jn + f " , {p)q + fo, (p)e,  (15)
with/2; (p) : fo,o * fo;,P u : o,1,2)

An error AFr on the pRF is equivalent to an error A/< :
A/-#Fr, causing an error in the azimuth direction At :

Ak'p.If k is used as a parameter, this error can be compen-
sated for. We can assume this error to be constant for the
whole scene, yielding the parametrization of ,k of the form ft
: k".

Other errors occurring in the azimuth direction are tim-
ing errors:

. stop-start approximation gives an azimuth etror At : rlc, arlid,
o datin8 error (delay between command center and spacecraft

operation).

This error can be removed by setting fo in Equation 6 as a
parameter. This error is constant for the whole scene3. The
parametrization of to is then of the form t" : tB.

1 Another way to write the phase history is Qo @) : - g^du). 
lf the

radar wavelength drifts to ,\' = ,\ + A,I, the corresponding phase

shift is ^Afr, (u) : - f"(u.) 4 .
2 We know nothing about the value of this error.
3 The stop-start approximation error is a function of the slant range
r. For a SEASAT image, r varies approximately between 840 km and
880 km. With the azimuth pixel size k = 2.47O-3 s and c = 310s
ms-1, the corresponding error in azimuth direction varies between
1.16 and 7.22 pixels which can be considered as constant.

(72)

(10)

(1 1)

This error corresponds to a slant range error a, : -'4lf \
2 a

Sampling window timing error introduces an additional
error 4r in this direction. Both errors can be compensated
for by setting ro of Equation 2 as parameter in ouf model. As-
suming these errors are constant for the whole scene, the
parametrization of ro is: ro : 4.

An error Ad in the a,/o sr is equivalent to an error Ap :
c  ^ -- 

F? 
AF,, causing a slant range error Ar : AW. If g, is con-

sidered to be a parameter, this error can be compensated for.
We can assume this error constant for the whole scene vield-
ing the parametrization of p of the form p : Fo.

Azimuth Direction
In the azimuth direction, the form of the signal is given by
Equation 3. The phase of the signal 6"@) : -2nffou +
1 .

"tou') 
(u :  t  -  f") is the phase history of the target. But in

f,ractice the phase history recorded by the sensor differs from
the actual phase history of the imaged target by an amount
46"@). This is caused by two sources: small changes in the
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Oblateness of the Earth (I2 term of the Earth gravita-

tional potential)
Irregularities of the Earth shaPe
Moon attraction
Sun attraction
Sun nression
Friction for a spacecraft (SPOT type)

TneLE 1. REIATTvE lrurerusnv oF GRAVITATIoNAL FoRcEs. centroid is a shift of the pixel in the azimuth direction by an

amount Ap : ail*with ^4t : +
Io

We show in Appendix 2 that, if f " 
is used in Equation 8

for localization, the shift of the pixel in the image is com-
pensated for naturally and the correct target is located on the
ground: error in the estimate of /o during azimuth process-
ing doesn't produce location error.

Ofiit Parameterc
It is clear that the accuracy of the location is highly depen-
dent on the accuracy of the ephemeris data. In a general rule,
the ephemeris data are not known accurately and they must
be refined. An accurate parametric orbit model is so neces-
sary for high precision location or registration. It is the aim
of this section.

Choice of a Model
The orbii of a spacecraft like sEAsAr, ERs-1, or sPor should
satisfy the 0 order Kepler laws. It is an ellipse, where one
focus is located at the Earth center, characterized by six
known nominal parameters. In fact, different forces perturb
the orbit, making it deviate from the nominal parameters.
With respect to the gravitational force, the nature and the
relative intensity of these forces are listed in decreasing or-
der in Table 1 (CNES, 1SB0).

The gravitational force being the main force, it is possi-
ble to show that the spacecraft orbit is just slightly non-Kep-
lerian. It is locally an ellipse. These ellipse parameters
(called osculatory parameters) at a given time are those of
the ellipse followed by the spacecraft if all the forces except
the gravitational one were eliminated. These parameters are
time dependent, but it is possible to show (Guichard, 1986)
that on a small orbit arc (= 2ooo km)' a Taylor series ex'
pansion of the osculatory parameters at a low order is
enough to model the spacecraft motion with a very high ac'
curacy. The coefficients of these series expansion become
the orbit model parameters. Such a modeling using the ac-
tual orbit parameters is more realistic and satisfactory than
other parametric modeling like polynomial or spline. This
modeling has further advantages:

o knowledge of the accuracy of the modeling: it is possible to
compute analytically the neglected terms in the modeling and
theii effects on the ground versus the pertubatory terms of
the Earth gravitational potential;

a some parameters are a priori known (without orbit measure-
ments); the Lagrange equations allow one to rely on the
higher order terms and the o order term;

a the number of parameters known with insufficient accuracy
is for one scene very small (5 among 12);

o the physical nature and the rigidity of the modeling allow
onelo filter errors in the measurements of the ephemeris; and

. the unknown parameters can be estimated with a small num-
ber of ground control points.

For all these reasons, the choice of a modeling by the os-
culatory parameters is recommended. A more detailed math-
ematical analysis is described in the following sub-section.

O rbit M o de ling Equatio n s
Among the different orbit parametrizations, the more classi-
cal employs the following six parameters set (see Figure 1'):

{a,e,I,w,ndl)

(respectively, the semi-major axis, eccentricity, inclination,

1 0 - 0 3

10-os

\ o - 0 7

70-07

5 . 1 0  - o e

1 0 - o s

Note
The value of/, used for localization in Equation B is the one
estimated during azimuth processing to form the azimuth
reference function. We will consider now an error on the es-
timate of the phase history of the target (f", f ).

Assume the estimated values are f o : f" + Af, and io :

io + Aio where/p and/, are the actual frequencies of the
azimuth signal .and, Afo and Aio arc the estimate errors (^4/,
<< fr, Afo << f")'

For the sake of simplifying the mathematics, we assume
no error caused by the instruments. ft(u) (u = t - t.) is then
given by

h(u) t svr12r,l- i u + !i,u'lt.

We can show (see Appendix 1) that the main lobe of
A{_

ls,i (u)-/r(u)l occurs for u = i!.tne pixel's position on the

image is then

t=L++
l D

(the effect of. Afo on localization is negligible)'
The result of an error Afo on the estimate of the Doppler

(16)

(77)

Figure 1. Orbital parameters.
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perigree argument, true anomaly, and longitude of the as-
cending node). For an image, just a small arc of the orbit is
of interest. In this case, it is more practical and more accu-
rate to use the following set of parameters (see figure 1):

bJ,w,o,q-,r"1

(respectively, the distance from center of the Earth to the
spacecraft, inclination, spacecraft argument, longitude of as-
cending node, 4* : e cos(W - w), and 4y : € sin(W - w)).
We can note that, among this set, the knowledge of the first
four parameters are sufficient to define the spacecraft posi-
tion.

. The Lagrange equations allow one to know the time de-
rivatives of the parameters versus the derivatives of the Earth
gravitational potential perturbation function i? with respect
to the parameters. .R can be expanded in Legendre polynomi-
als whose main term llro allows an accurate computation of
the parameters for a few scenes (Guichard, 19S6). All the de-
rivatives of the osculatory parameters can be then expressed
with respect to this term; this will allow one

. to know the order of the expansion of the parameters (de-
pending on the wanted accuracy), and

o to establish the physical relationships between the parame-
ters (this will allow one to constrain their variations for ro-
bustness, for example, false ground control points filtering).

We are then induced to build the following model (for small
eccentricity orbits such as those for sfasat, ERS-1, or SPOT):

p( t )  :  po  - t  p r t  - t  p r t2  *  p r t3

I ( t ) : I o + I , t

W(t) :  Wo + Wlt + W2t2+ Wst 3

O ( t ) : O o + O r f

c= t/c'. + c"" + C

P ( t , ) : W

I tt,\ : arccos 2
c

, tt)
W (t) = arcsin -;;r=-p (tJ sin I (f)

O ( t ) :  a r c t a n a
c,,

(28)

(2e)

(30)

(31 )

Xs : p (cos(l4tl cos(O) - sin(Wl sin(O) cos (4) Qz)

Ys: p (cos(144 sin(O) + sin(|4l) cos(O)cos (4) es)

The Taylor series expansion of these parameters is then de-
duced from these measurements by a least-squares technique.

Summary
The parametric location function can be represented by

(x,y,z) : G o*@,q,n;6ou) (32)

where
(x,y,z) are the coordinates of the target in fl",

d"^,, ir the SAR location function which doesn't have an
anal5rtical form,

iuo : (0,, . . .,4) is the parameters vector for the SAR
image geometry.

Remark: during the least-squiues process, the derivEtives
of (x,y,z) with respect to the parameters are needed. As G.aA
doesn't have an analytical form, the derivatives are com-
puted by differentiating Equations 7, 8, and 9, yielding the
solution of a linear system of three equations in (dx, dy, dz).
0 a .

a.-,(o 
: x, y, or z and i : 1, . . ., n) is then derived by com-

i^
puting * with d0, : g for j * /. Finally, we can note that-  " d 0 ,

the relief effect is Ciu"r Uf ft.

Application: SEASAT/SPOT lmage Registration
As application of this parametric modeling, we present the
registration of a SEASAT SAR image (revolution no. 719, digi-
tally correlated by the fet Propulsion Laboratory) with a pan-
chromatic SPor image (OSPOT image 1986, CNES) on the
Aix-en-Provence (France) region, according a new approach.

The registration problem comes to a parametric estima-
tion problem. The specific problem posed by relief is taken
into account. We will first speak about the parametric esti-
mation process, which is in fact an optimization process,
giving some accuracy estimates of the registration, and then
we will present some registration examples.

Parametrh Eslimalion Prccess

Initialization
To begin the estimation procesq, the parameterc do* must be
initialized to an o priori value 0 o"^rr.

A set of 20 ephemeris data sampled every second was
available with the SAR image. They first have been expressed
in fi,. (p(fJ, I(t), Wt), O(tJ) for i : 7,...,2o are then com-
puted using Equations 28 to 31. The initial values of the or-
bit parameters (po, pr, pz, p3, Is, I, Wo, Wr, W., W", Oo, Or) are
finally derived by a least-squares technique.

(18)

(1e)

(20)

(21)

The ephemerides are related to these parameters in R, by the
following relationships:

Zs -- p sin(ll4 sin (4

,*": #
w":#

(24)

(25)

(26)

(27)
dZ"
dt

V Z s :

where the time derivative of the parameters are known ver-
sus the parameters themselves.

Inversely, the parameters are computed from the ephem-
eris data given at different time f, by the following equations
(developed in rlr):

cx

cz

Ys G).V Zs (t;) - Z" (t).Ws (t)
zs G).v xs (rJ - x" (t).vzs (t)
x, (t).v Y" (t,) - Ys u).ws (t)
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In practice, among these parameters, just the values of
(po, p,, Wo, Wr, AJ must be refined by estimation from obser-
vations. In general, the accuracy of the other parameters is
sufficient to preserve their initial values (Tannous' 1991).

With 4 : 7646.7 Hz, F" = 45'53 MHz, N : 4, and c :

2.9g7g25 x 10s ms-1, we get the initial values for the parame-
ters po and ko:

&o  :  6 .58  m and  ko :  2 .43  x  10 -3  s

The value of ko is not refined because errors affecting this
parameter can be compensated for by the orbit parameters.

The initial values of 4 and E are taken as the slant range
to near edge of the image and the image center time, respec-
tively, both given in the auxillary data:

r? : 844'11 km
fB : 06 h 38 min 06 sec of 16 August 1978

e = 0 is then the first azimuth line and P : 0 is the center
range line. The value of E is not refined because errors af-
fecting this parameter can be compensated for by the orbit
parameters.- 

The Doppler centroid used in the azimuth reference
function is:

f " : A q ' + B q + C

wi thA  =  O ,B  =  -68 .54x ' l .O -3Hz  and  C  :  - 71 ,3 .46H2 .

That gives the initial values of the Doppler parameters:

f ooo :  Cand ' f o ' o :  B

all other parameters fo,1 being zero.
We take the parametrization of. f" in the same way as

used in azimuth processing. Then, only the values of /poo and

foro are refined to compensate for the errors due to phase
shift of the received signal in azimuth direction; the other
parameters keep their initial values.- 

The total number of parameters to be refined by estima-
tion from observations for the SAR image is then n : 9.

Optimization
Aparametric modeling of spor image geometry has been de-
veloped by Pikeroen (Pikeroen, 1991)' The derived sPor lo-
cation function is represented by

(x,y,z) = Gr*, 1p,q,h;i"ror1 (33)

where 7""or is the vector of parameters of the SPOT parame-
tric model.

A set of values H; for onlv Nr : 14 homologous pixels
(H, = (p,,, etii pzi, qrJ, subscript 1 is set for the SEASAT im-
age while subscript 2 is set for the SPOT image, and i :

1;...,Nr) has been taken between the two images. They are
chosen uniformly distributed over the 5376- by 5760-pixel

SEASAT image and the 6000- by 6000-pixel srot image.
If we define the residual of localization for the i'h homol-

ogous pixels as

F, (6rror,6uo) :  Cr*, (p,, ,  er,,  h, i  d"*or)

-  t  
"  

o  ( P  r i ,  Q  r , ,  h , ; d  * )

fif the models parameters were perfectly known, F, would be

760

zero) and if dgpor-is the initial vector of parameters of the
sPoT model, the Bayesian formulation leads to minimize

I(6r  
" ,d "nn)  

:  Lo"  (duo,d"r t r )  + Io (d* ,4^rr )

where

Ntt

I * (6"  ̂,6" - , ) :  >  E t4^" ,6* , ) t ;u ' " ,F  (0L" ,6 ' " ,  )

where I]6,, i, u 
"orr""iu'tce 

matrix deduced from the observa-
tion error models (assumed Gaussian),

Io(d*,d"*r): (4^", a-gr")'A-l^r(0; - 0t*)

+ (i"ro, - i o"n; lt-lror (4n, - 0-gror) with

Asrn : E (;L" .1^") is the initial covariance matrix

on 0T" o, with e-saq = 6u - ga" ̂,

Aspor : E (d 5-r elpet) is the initial covariance ma-

trix on 0ispor, with Eiror : E*, - fo""or,

the T symbol and E(x) denote the transposition operation
and the expected value ofx, respectively.

?".r* and ?"ror are set to constrain the variation of the
parameters within an interval centered on do. The variation
of the parameters are controlled by the standard deviation,
o 6, ofthe gaussian assumed error models. o 6 must be de-
rived from the sensor specifications (as we don't have the ex-
act sEAsAT sensor specifications about error models, the
value of o 6 has been chosen arbitrarily, keeping in mind the
physical meaning of the parameters).

That leads to a non-linear least-squares problem which
can be shown to be locally convex. The initial value of (dr*,
i"ro; is good enough to let the optimization converge to the
right minimum of the problem. The problem can be solved
by any suitable technique (quasi Newton, Gauss-Newton,
conjugate gradient, ...).

The refined value of the parameters defines then the rel'
ative distortion model between the two images.

Note
In the optimization process, we assume implicitely that the
elevation of ft, of the homologous points was known, which,
in fact, is not the case. So, to allow a correct optimization
process, hr must be computed for each homologous point.
The relief computation is presented in the next section.

Relief Computation and Accuracy of the Registration
Let us define an arbitrary cartographic coordinate system
R""n : @, y, z), where the x and y axes define the East and
North directions, respectively, while the z axis represents the
elevation. Ttre z : 0 plane is an arbitrary reference plane
(for example, corresponding to the elevation fio above the el-
Iipsoide). We know the transformation to go from R" to R.ono,
so that we can write the San and the SPoT location function
in R.oro as

(x, y) : G" ̂ (p,q," : n:iu )

(x, y) : G"n,{p,q," : h;6",n,r)

(in order to simplify, we have kept the same notation used in
Equations 32 and 33).
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The relative relief effect between the sAR and the SpoT
image in the (x, y) plane for the ith point is then given by the
vector

"1"):#:,ff:-*
The direction defined by ?,(z) is the epipolar direction,

provided the epipolar curves exist (Guichard, 1986). The ex-
istence of the epipolar curves for a SPOT image and a SAR im-
age, and the interval in which they can be considered as
straight lines, have been proved in Tannous (1991).

If the (r y, z) axis system is rotated by an angle X : arctan

,et"(z: o)
\e"124) ) around the z axis to get the new (u, v, z) coordi-

nate system, then the u-component of the residual F,"(z : O)
is due only to the relief error while the v-component of the
residual F,"(z : 0) is caused by errors on the parameters.
That allows the computation of the elevation of the targets
corresponding to the homologous points.

Given the elevation ft, of the lth target, then [, {z = h,)
: 0. Expanding F," (z : fiJ in a Taylor series about z : 0
and neglecting terms of order higher than 1 (Tannous, 1991)
gives the elevation ft, of the target:

wheree, ,  (z :  O) is theu-componentof  €, (z :  O) ( i tsv-com-
ponent is 0). In general, if we assume elevation fi, for a tar-
get, the error Aft, on h, is given by

a h i :  - F'@ : h)
(34)

ffi
We can now describe the optimization scheme along

with the computation of the elevation.
Suscript 1 is set for SAR image and Subscript 2 is set for

the SPOT image:

(7J lnitialization: F,^"- : For, d,,"-: B-o" and h, : g 1i : 1,
". '  Nr)

{2) Optimization with d, = d ,^"*,d" = d,."-andz: h,( i
= 1 , . . . ,  NH)

(3 )  Resu l t  d , * -d , * * , f  ,@ :  h , ) ,d@ :  h ,J  ( i  :  1 , . . . ,  Nry )
(4) Computation of h; hi : hi + Ah (Ah is given by Equation

34 and i  :  1, . . . ,  NH)
(5) go to 12./: because the model parameters and the elevation

are in fact correlated, we need to iterate the process to con-
verge to the actual elevation (three iterations are sufficient).

The nvS error on Fi"(z : ftJ (for i : 7, ..., Nr), which rep-
resents the final enor caused by the residual errors on the
parameters, has been computed. We get

RMS : 8.684 metres.

This result has been controlled by comparing the residuals of
some other homologous points with known elevation (con-
trol points). All the residuals were less than 10 metres.
Those results are better than the resolution of both images
[10 metres for SPOT and about 25 metres for SEASATI!
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lllustralion of the Resisbation
Using the estimated parameters, any pixel in one of the im-
ages can now be located in the other image using equations

(P'n gr) : G-lro, o G u" [iP ,,, Q r, , h,) (3s)

(P,n Qr) : G-U" o G s"o, (P 
",, 

Qr,, h,) (36)

where d-t denotes the inverse function of d, and o the com-
position operation,

The elevation /r, of the pixel must be known to get accu-
rate registration. This elevation can be got from a digital ele-
vation model (oeu) or computed in the same way described
in the previous section. This is illustrated on Plate 1. A
curve has been drawn on the SPOT image (representing a
river) and projected on the SEASAT image using our model
(Equation 36). When the pixels elevation is not known (ft, is
set to zero), we get the red curve on the SEASAT image, while
the knowledge of this elevation gives very accurate location
(green curve).

An application of that accurate geometric conformity be-
tween the SAR image and the SPOT image can be fusion of
both data. For example, on Plate 2, a runway seen on the
SPOT image has been drawn and projected on the SEASAT im-
age using Equation 36 with known elevation. On Plate 3, a
set of bright points (corresponding to electricity pylons) seen
on the SEASAT image has been drawn and projected on the
SPOT image using Equation 35 with known elevation. Finally,
Plate 4 shows a region of the SPOT image resampled in the
SEASAT image geometry, using Equation 35 with known ele-
vation, and superimposed.

ilotes

(1) If the sPoT image is replaced by a map (or a DEM), our par-
ametric modeling along with a few ground control points
allows one to achieve a highly accurate rectified image (or
geocoded image) in the same way described in this paper.

(2) If the SPoT image is replaced by a san image, the optimized
relative model can be used along with a correlation process
to derive the DEM of the scene from the images (stereo). The
homologous pixels are found by correlation along the epipo-
lar direction defined in this section (the existence of the
epipolar curves for two sAR images and the interval in
which they can be considered as linear have been proved in
Tannous 1991). This gives the residuals F" (called parallax).
The elevation of each pixel is then computed in the way de-
scribed in the last section.

Conclusions
In this paper, we have presented a new parametric modeling
of"spaceborne SAR image geometry. The model parameters

o orbital parameters,
a sensor parameters, and
a sAR processing parameters.

The elevation of the targets is considered in the model-
ing. The San location function, which allows the computa-
tion of the geographic coordinates of a target from its
image coordinates and its elevation, is then deduced. The
accuracy of the location function depends on the accuracy
of the model parameters. The parametric characteristic of
the modeling allows one to improve the accuracy of further
geometric processings (points location, geocoding, DEM ex-

F,"(z : o)



Plate 1. lllustration of relief effect in regstration. A river drawn on the sPoT image (right image)
has been projected on the SEASAT image (left image), with unknown elevation (red curve) and
known elevation (green curve).

Plate 2. Projection of a runway on the SEASAT image,
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Plate 3. Projection of a set of electricity pylons on the sPor image.

Plate 4. A region of the spor image resampled and superimposed on
the sFrsAT image.



traction by stereo, image registration) by use of the obser-
vations

o ground control points for geocoding (absolute location), and
o homologous points for registration (relative location).

The problem can be seen as an optimization problem in
which the model parameters are estimated from the observa-
tions. The least-squares estimation technique is used. Regis-
tration of a SEASAT sAR image and a Spot image is presented
as an application. The accuracy achieved is sub-pixel.

The approach to the problem of geometric processings
presented in this paper may become the basis of easily ev-
olutionary multi-sensor systems. To deal with a new sen-
sor, one on-ty has to develop its parametric location
function d.-fn" optimization pio".rs and all the geometric
processings (points location, geocoding, DEM extraction,
registration), which handle the generic functions G', rc-
main unchanged.

Remarks

. The optimization process presented in this paper takes into
account observations which are only points (homologous
points and ground control points). To arrive at fully auto-
matic geometric processings, the optimization process must
be able to deal with other kinds of observations such homolo-
gous linear features (obtained by image segmentation fol-
lowed by matching process).

o Errors in the ephemeris have the most important effect on lo-
cation. So with future systems with very accurate ephemeris
measurements, such as Global Positioning System, san will
become a very highly accurate target location system.
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Appendix I
Phase ilismatch Effegt on Location
The received signals in range and azimuth direction are, re-
spectively,

s" (u) c exp lzm(f\u + 
|f,u.)l

so (u) a expl-2m.(f,u + 
|f,u")l

with f : f, + Af, and. fL = f, * Af., wherc Af, and Af, arc
the errors induced by the phase shift.

range dircction

f, : f,r,
f " :  o '
u : t - r where r is the round trip delay, and
by setting u : 0 at the middle of the pulse, we have

T T- t" ' ' '

azimuth dircction

f, : f",
f' : io'
u : t - f" where f" is the time comesponding to the cen-

ter of the slmthetic aperture, and
by setting u : 0 at the center of the synthetic aperture,

T T
we have - - -  = 

"  
=; .

The processing consists of convolving the signal with
the reference function fi(u) c 3 * (- u) where 3 is the esti-
mate of s (* denotes the complex coniugate):

range direction, /r(u) is build from the theoretically
transmitted signal:

l r , (u)  c  exP l -2n(-7,u + 
) f  ,u '  ) l

azimuth ditection, ft (u) is build from the received signal
by estimating its frequencies: i.e.,

lr"(u1 n exp l2m.(-fi u + 
;ft 

u1l

with f? : f, + Af, and. f : f, + Af, where Af, and. Afi
are estimation errors.
After processing, the signal is s'(u) : s(u)*ft1p;. The im-

age {u) is then formed by taking the modulus of s'(u).

Rarye llinclim

r(u) : lsl (u)l
+Tl2

I: l J s , ( v )h , ( u - v )dv1

+T/2

t 1
<+ I(u) c I I "*p l2m(Af ,v i f ,uv + 

,Af 2vz)ldvl
_Tt2
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l

I[u) can be written as

+ Tl2

r(u) c | [,-"*o1r,,tffv* 
o.[tJAo;Tou1

, l  [ot ; , - t  .  .n - ,  Af ,  .  . i r: l; J,,,i r_r {cos( rx,) * 
ffi 

t. sin(V x))dxl

where it holds x = a (v + ar), with a : 1/Zlffi and ar :
Af,+f"u -, .

AJ,
ine integrals: i.e.,

C(y) : !f,cos (!rx")dx

str) : t(sin(lfidx

hence

1 T T
I(u) c l:[C(atr+ o)) + C(a( 

r- 
a))l

(37)

+ 4 is@(T * ol+ s(a(: - &,))r l.' 
al4rr a '

dt(u)
By solving 

H 
: 0, the maxima of /(u) are found for ar

2n= 
*,' 

where n is an integer.

The main lobe, which indicates the pixel position in the
image, occurs for n = 0, i.e., by replacing ar by its value

af.u : t - r :  -T .

This means that a target at a distance r from the sensor
is imaged on the azimuth line corresponding the distance r'
such that

n=,-:+.
z  J z

This shift of the pixel in the image will induce a loca-
tion enor of the target. This error can be compensated for by
the parametric estimation. We can note that error on the rate
of the received signal (A,fr) has no effect on localization.

Azimuth llilEction
To show the effect of 4/, and Afr, we assume first that A/i
: 0 and AfL : o (error-free estimation).

We have then

I(u)u exp[-2rt f, uv)]dvl

=rr""+t:,+).
(u) is maximum for u : 0. The pixel is on the range line
corresponding to t=t", i,e., the errors on the phase of the re-
ceived signal don't affect the pixel position on the image
grid. But use of /i to locate the target on the ground will in-
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f::,

troduce a location error which will be compensated for by
the parametric estimation.

In the general case, if Af'' * o and Afi * 0, we have

lTo /2 1
l (u)" I  J_r", ,exp{-2zrt  

(Af ' ,v *  
iOf ' ,  

v ' -  f" .u v)}  dvl

frol2 .Af; , af,, - fI ,,
: I J-,"rexP{-2rn lf {v + -Or, )'l ld4-

The same calculation as in the range direction case
yields the same result for /(u) (Equation 37) with a :

A { t  _ { n . ,

\/ZWI and crr : "-tr. The main lobe of I(u) occurs

for ar : 0, i.e., for

u=t- t . - -+.
l 2

Because (Af' + Af;) << /r, we can make the following
approximation:

^fi
u - ---:-.

h

The estimation enor Afi will shift the pixel on the im-
age grid so that its position will be on the range line corre-
sponding to the time

Af:t :  t "  +  
i - .

We show in Appendix 2 that this shift in the image
doesn't affect the location of the target ifli is used in the
location function (without taking into acount the errors due
to the signal phase shift).

Appendix 2
Eflect of Estimated Doppler Gentrcid on location
The actual Doppler centroid of a target M is in fl":

f " :  - *F  ro '%to (38)

with

tr : radar wavelength,
f = the time corresponding to the center of the syn-

thetic aperture,

F' tO : sldt) where S denotes the spacecraft,

dF
v  ( t )  :  

* ,  
and

. : ln'(41.
We assume no enors introduced by the instruments and

atmospheric refraction. In the ideal case where /, is esti-
mated without any error during azimuth processing, the
pixel position on the image grid is the range line correspond-
ing to time t and, Equation 38 allows location of the target M
from its position in the image.

In practice, we have an estimation error in /r. The esti-
mate of /, is then

| , :  f ,  +  Af  o.  (3e)

We show in Appendix 1 that the pixel position on the
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image grid is then the range line corresponding to time t' : f
+ Af where t"1t'1 : %(tt + at[s(t) (43)

with

We will show that use of /, in Equation 38 allows loca-
tion of the target (the knowledge of Af" is not useful).

Assume that the target satisfies the condition

?" :  - *F ( t ' ) '% ( t ' ) ,  ( 41 )

Then, expanding ,R and V" in a Taylor series about t
yields

Or:  
O*

i, = *(l% (r)l " - ftq 'A-"(D).

E(r') : Fro - atZs4) - Iat,E,tltz

a7-
while 

ff 
is neglected for orbiting sensois. Equation (41) be-

comes

^ 2
i " :  *(-F(0.7"(0 + at lvs (r) l  ' -  n-(r) .A-"(r))

+ ̂ P(:%At.,{"rot + at3(W, , (44)

In the case of orbiting sensors 7" . { and lA-Jt)l' """negligible. With Equations 38 and 39, Equation 44 gives

2 '  i :  "+Af ,  =  
; l l v ' (01 ,  

-  R( t ) .  A" ( t ) lA t  +  A  
Io

tj'", t, ,)satisfies Equation 38 only if At : $ , which is
Jo

actually the shift of the pixel in the image grid.
So the estimation error Af" has no effect on location of

the target.

(40)

(42)
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