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Abstract
The accuracy of elevations, slopes, and aspects were evalu-
ated for two DEMI of an area centered on Blacksburg, Vir-
ginio, in the southern Appolochion Mountains. The first was
a U. S. Geological Survey (uscs) 7.S-minute quadrangle-
based nnM with Sl-metre postings, produced utilizing auto-
mated stereocorrelation of 7 :40,000-scale leaf-off aerial
photographs with a Gestalt Photomapper (cru). The second
DEM af the same area was produced ftom a SP)T panchro-
matic stercopair using a proprietary stereo-conelation tech-
nique developed by the STX corporation, among those used
by SPoT Image Corp. for high resolution DEM production. DEM
accuracy was assessed visually and through comparisons of
nnu-derived to field-surueyed values for elevation, slope, and
ospect.

While the cpu-derived ItsGS DEM appeared to provide a
better representation of micro-topography, elevation enors
for both the USGS-GPM and SPoT-Srx DEMI averaged Less than
6 metres and were not significantly different from zero, and
both nnus meet level 7 accuracy rcquirements, There were
statistically signifcant etors in slopes and aspects derived
from the SPOT-STX DEM, while slope and aspect enors for the
USGS-GPM DEM werc not signifcantly different from zero.
There were significant, large conelations between slope and
aspect and their rcspective enors. While this is one of few
direct evaluations of ozttt-derived slopes, aspects, and elevo-
tions, readers are cautioned that these results may not apply
to different DEM generction methods or algorithms or to
regions with differing tenain and vegetation conditions.

Introduction
Elevation, slope, and aspect are among the most important
data in many natural resource spatial databases. Elevation
data are often raster coded in a digital elevation model
(nnu), where elevations relative to some datum are posted at
regular intervals in X (often approximately east-west) and )/
(often approximately north-south) directions. Due in part to
the importance of these data and their derivatives in a wide
variety of applications, the U.S. Geological Survey (uscs) has
undertaken the production of 7.s-minute quad-based, high
resolution (3O-metre grid cell) DEM data for the contiguous 48
states. In addition, commercial vendors such as srot Image
Corporation offer comparable products derived from satellite
stereopairs.

The accuracy of these DEMs and their derived products
are of crucial importance because errors in the base data will
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propagate through spatial analyses. This is particularly true
in classification or other cartographic modeling applications
where elevation, slope, and aspect are derived from DEMs
and used with other spatial data (Spanner, 1983; Franklin ef
oL, tgao; Mason et al., 79BB; Moellering and Kimerling,
1990; Davis and Dozier, 1990; Quinn et a1.,7997; Green,
1992). Errors in elevation, slope, or aspect will often cause
errors in the cartographic model outputs.

Unfortunately, there are few published reports on the ac-
curacy of lru-derived elevation, slope, and aspect. While
the uscs has published accuracy specifications, the average
elevation and distribution of errors are often not reported for
individual quads. There are no accuracy standards and (to
our knowledge) no simulation or empirical tests of uscs DEM
slope and aspect accuracy. Although errors for elevation data
generated from stereo SPOT have been reported (Vincent et
al., tg}z Gugan and Dowman, 1988; Rodriquez et o/., 1988;
Vincent et al.,7gB8: Swann ef a1., 1988a; Swann ef o/.,
19BBb; Day and Muller, 19BB; Fukashima, 1988), there are
few accuracy tests of SPor-based DEM elevation, slope, and
aspect (Sasowsky et al., 7992). This paper presents a compar-
ison of uscs and SPor-derived DEM values to field measured
elevation, slope, and aspect data.

Data and Methods
sPor and uscs DEMs were obtained for the area included in
the Blacksburg Virginia, USGS 7.s-minute quadrangle map.
This quadrangle is characteristic of much of the upland
southeast. with aericulture and urban land uses dominasoutheast, agriculture and urban land uses dominating
valley bottoms and deciduous forests covering steeper areas.
Terrain varied from 450 to 850 m in elevation within the
study area. The uscs DEM was produced using a Gestalt Pho-
tomapper II and NHap 1:40,000-scale, leaf-off, panchromatic
aerial photographs. A 9- by 8-mm patch size was used (320
by 360 metres at scale), with 1600 points collected per patch
(usGS, 1990). As is standard practice, no corrections were
made for canopy height, and failed convergence points were
manually entered on prompting. Level 1 accuracy was stipu-
lated, indicating a vertical RMSE target of 7 metres and a
maximum RMSE of 15 metres, Elevations were posted relative
to the National Geodetic Vertical Datum of 1929 (Ncvozs)
with a 1S-metre horizontal frequency. Postings were cast on
to the Zone 17 Universal Transverse Mercator (uru) Projec-
tion using the North American Datum of. 1,927 (Nalzz), inter-
polated to a 30-metre resolution. The SPOT DEM was derived
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from a panchromatic stereopair with the first image acquired
18 October 1987 ( incidence angle : -16.5 degrees, part ial ly
leaf-offl and the second acquired on 16 April 19BB (leaf-off,

with a 1,7.2-degree incidence angle). The digital elevation
model was produced by the sTX Corporation using an image
correlation algorithm (M. Bixler, pers. comm.), for which
patch size and posting density are considered proprietary.
Image quality was rated as excellent, and both days were
cloud and haze-free. Elevation data were measured with ref-
erence to NGVD2o, but were delivered cast to the Virginia
South State Plane Coordinates with the NAD27 datum. These
data were provided with a 10-metre horizontal resolution.
They were then recast onto Zone 17 UT}'/. coordinates with
30-metre cells using a nearest-neighbor sample. As with the
USGS-GPM data (and again, as is standard practice), no
corrections were made for canopy height. The two data sets
were then clipped to the least-common geographic area cov-
ered by both. There was a 3.2-metre horizontal distance off-
set between cell centers for the two DEMs. Rather than
introduce additional smoothing and possibly bias through a
convolution re-sampling, these offset data were used for all
subsequent analyses.

The following five methods were used to characterize
data quality:

r A number of grey-level stretches were computed, leus dis-
played, and orv quality assessed visually. This included
reasonableness, conformance to general knowledge of terrain
shape, and geomorphic consistency (e.g., connected stream
channels, ridges).

r Dieital and true elevations were compared. A total of 42
Fiist-, Second-, or Third-order control points were located
from a combination of National Geodetic Survey (Ncs) infor-
mation and from carrier-phase cPS surveys conducted by the
consulting engineering firm Anderson and Associates, Incor-
porated. fhis sample size is within the region identified by
Li (19s1), in which DEM error variation approaches an asymp-
tote. Points were selected for which horizontal and vertical
locations were precisely known, i.e., at metre levels' Eleva-
tions were then extracted from these points from the respec-
tive DEMs, these elevations were compared to the
field-surveyed values, and the error (field survey minus DEM
elevation) was calculated.

o The elevation difference distribution was compiled for the
two DEMs. spor-derived elevations were subtracted from
uscs-reDorted elevations for each 30-metre cell in the coinci-
dent area, and the absolute value of the difference recorded.
Statistical summaries were then calculated for this difference
image.

o Slope and aspect were calculated for both oEvs using a third-
order finite difference method (Horn, 1981). This finite differ-
ence method has been reported among those which most
accurately determine slope (skidmore, 1989). Calculated and
field-measured values were then compared for the 2B field-
sampled points. Field slope was measured with a hand-held
clinometer to the nearest percent, and aspect was measured
with a field compass to the nearest degree. Field sites were
selected to have uniform slopes and aspects over at least 30
metres, and in most cases more than 50 metres. While this
may have biased slope and aspect evaluations by potentially
inflating accuracies fot areas of complex tenain, it also limits
the effects of horizontal registration error. Registration residu-
als are not commonly reported fot commercially obtained
DEMS, but are usually assumed to be less than the adopted
cell size. Horizontal positions for the field-measured slope
and aspect points were determined using differentially cor-
rected cps data, averaging at least 180 position fixes for each
point. The horizontal Rvsn for cPS positions averaged less
than 3,4 metres.
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Differences between the sample mean elevation, slope,
and aspect were compared with t-tests (Ho: No difference be-
tween sample means for the SPOT-STX and uscs-cpM DEMs).
In addition, paired-t tests were performed on a per-observa-
tion basis for elevation, slope, and aspect. Paired-difference
tests are appropriate because the comparisons are not based
on independent random samples for each treatment, but
rather from meaningfully paired observations, i.e., SPoT and
USGS data were analyzed for the same set of points (Steel
and Torrie, 1980). Finally, Pearson's and Kendall Tau-b cor-
relations and Hoeffding Dependence Coefficients wete com-
outed between true and reported values and true values and
irror magnitudes for elevaiion, slope, and aspect.

Results and Discussion
Both DEMs contain most of the dominant terrain features in
the study area (Figures 1a and 1b). Major mountains in the
northern and south-central portion of the study area are rec-
ognizable, as is a deep valley on the eastern edge. The USGS-
cPM DEM shows more detail and in some respects a more
"realistic" reoresentation than the SPOT-STX DEM in that fea-
tures such as^fine resolution drainage channels and small
mountain side valleys are more evident, and there is less ap-
parently random variation.

Both DEMs exhibited negative mean errors, under-report-
ing elevations on average for the 42 test points used in this
study (Table 1). Data from the USGS-GPM DEM showed a
slightly larger mean signed and unsigned bias than the SPOT-
STX data, although the mean difference and paired difference
error were not statistically significant (Tables 1 and 2, t-test
p>0.1). The USGS-GPM DEM did show a smaller error range
for elevation data. from -1,2 to +7 metres, versus -12 to
+18 metres for the SPOT-STX nnu (Table 1, Figures 2a and
2b). Elevation errors for both DEMs were approximately
evenly distributed about the mean, although large positive
outliers were more foequent for the SPOT DEM data (Figure
2b). Surface regressions revealed no trends in signed error;
however, there were significant relationships between X
andYhorizontal posit ion and unsigned error (F-test, p<0.05).
Error magnitudes were largest in the southern and eastern
portions of both DEMs, the areas of the highest and lowest el-
evations, respectively, in the study area.

Figure 1. Gray-scale display of uscs (left) and sPor (right)
DEMS for the Blacksburg, Virginia uscs quadrangle map.
Sharper, finer-scaled topographic features are visible on
thc USGS DEIM.
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Tlau 1. ERnon Smrrslcs roR Elwarrot, Sr-ope, AND AspEcr ron rxe SPOT
mro USGS DEMs. Ennons ARE THE FreluMusuneo Mrr.rus DEM-Denrveo

Velurs ron pccx PlnAMEreR.

Mean Mean
Signed Unsigned Minimum
Error Error Error

Std. Error
Maximum (n=42 for elevation)

Error (n:28 for slope)

ELEVATION(m)
sPoT -3.6
USGS -4.2

sLoPE (o/")
SPOT 3.0
USGS 1.s

ASPECT (deg.)
sPoT 8.0
uscs -2.6

4.5
5 .1

4.6
2 .2

- 72 .O
-72 ,O

-72 .4
-4 .1

-77 .2
-23 .7

18.0
7 .O

7.9
7.9

123.6
34.5

o.93
0.83

32.7
8.6

0.9
0.5

8 .2
2 .3

Tlale 2. Plrneo DrrrrnercE SrATrslcs FoR ELEvATtoN, Slope, mo Aspecr.
Txe ParREo DTFFERENCE rs rxe USG9GPM EnnoR (GnouN>Mersuneo) Mu.rus

rxe SPOT-STX ERnon (Gnouruo Mlr.rus MeesuneD) FoR EACH PorNT. TxeRe
Weae 42 OesenvmoNs FoR ELEVATToN, nruo 28 elcx FoR SLopE nruo Aspect.

Mean
Standard

Maximum Minimum Error

Elevation (m)
Slope (%)
Aspect (deg.)

-0.55
-7.48*

-36 .9*  *

7 2
1 5

178

- 15
- 9

- 163

0.95
0.91

19.3
*P = o'oo

**P = o '11

There was a wide range of elevation differences in the
difference image (Figure 3). The two DEMs reported the same
value for only 3.5 percent of the cells in the study area, and
differences of up to 82 metres were observed. Approximately
63 percent of the differences were 10 metres or less, and g0
percent were less than 22 metres. Inspection of the difference
images indicated the largest discrepancies occuned in high-
relief forested areas. Image correlation algorithms often ex-
hibit poorest fit and hence lowest accuracies in forested
regions (Theodossiou and Dowman, 1990); this may be re-
sponsible for the divergence in this instance.

While analyses indicate that there are few statistical or
practical differences between elevations in the USGS and
SPOT DEMs, and that both are within reported accuracy
bounds, there were large and significant differences between
slopes and aspects derived from these two data sources.
Signed mean slopes were 1.5 percent and 3 percent above
true values for the uscs-cPM and Spor-srx DEMs, respectively
(Table 1). While the average slope error for the USGS-GPM
DEM was not signiffcantly different from 0, the SPOT-STX av-
erage slope error was significantly different in a one-tailed t-
test. Unsigned errors averaged 2.2 percenI (uscs) and n.0
percent (spor). SPor-based slope errors were distributed
more uniformly over a larger range than the slope errors for
the USGS-GPM DEM (Figures 4a and ab). The mean slope error
of the 28 sampled points was not significantly different ac-
cording to the t-test (p>0.05); however, paired-difference er-
rors were significant (Table Z, p<0.1).

Aspect errors were more variable and more divergent.
Mean signed and unsigned errors for aspect derived from the
SPOT-STX DEM were 8 and 32.7 degrees, while they were -2.6
and 8.6 degrees for aspects derived from the USGS DEM. Sub-
stantially larger aspect errors were observed over a much
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Figure 3. Frequency histogram
for the DEM difference image,
defined as the cell-by+ell un-
signed difference between the
USGS ANd SPOT DEMS.

broader range for the sPoT DEM, when compared to those for
the UscS DEM (Figures 5a and 5b). Mean values were not sig-
nificantly different because positive and negative errors
tended to balance each other. However. the USGS-derived
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figure 4. Slope error frequencies for the usGS (a) and
sPor (b) oeMs. Ground slope was measured in percent,
and DEM slope was calculated with a thirdorder finitedif-
ference method.

Slope Error

. 1 2 . 1 1 . 1 0 . t  - ! . 7 . C . t  { . ! . 2 . 1  0  I  2  3  a  5  a  ?  0  9  1 0 -70 -to -t0 .10 .30 -20 .10 0 ro 20 30 /O EO !O ro so go loo ilO t2O

12

- 1 0z
d r
6
D
o
- q E

c

E 4U

2

0

lx:i;'""'
(b)

Figure 5. Aspect error frequencies for the uscs (a) and
sPor (b) oEus. Ground aspect was measured in degrees,
and DEM aspect was calculated with a thirdorder finitedif-
ference method.
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Tlgu 3. ConneL,crroN SrArsrcs BETwEEN Gnoun>Mensunso rr.ro DEM-
DERTVED ELEvATror{s. SreNrncntces oF THE CoRRELAT|oN (Pnoerlrry oF FALSELY

Re.lecrrrue rHE NoCoRRELATToN NULL Hvporxesrs) AnE tn Plnemxeses.

TmLe 4. ConneLlrror.r Masunrs BETwEEN Gnouru>Mersunro nto DEM-
DERrvEo Slopes. StcntRcnrces oF THE CoRREuATtoN (PRogl_rry or FntsEty

Rerecrnre rxe No{oRnEulrror Nur-r- Hvporxesrs) Ane n PmEmxeses.

USGS
Slope

USGS SPOT
Elevation Elevation

USGS EI.
Error

SPOT EI.
Error SPOT

Slope
uscs sl. sPor sl.

Error Error
Pearson's

Kendal Tau b

Hoeffding

0.99
(o.oo)
0.88
(o,oo)
0.64
(o.oo)

0.98
(o.oo)
0.88
{o.oo)
0.64
(o.oo)

0.08
(0.63)

-0.04

{o.7s)
0.00

(0.68)

0 .39
(0.01)

0 .16
(0.14)

0.00
(0.34)

o.87
(o.oo)
0.69
(o.oo)
0.33
(o.oo)

0.66
(0.00)

0.45
(0.00)

0 .10
(0.00)

0.56
(0.0o)
o.32

(0.02)
o.o2
(0.08)

o.27
(o.oo)
0.31

(0.03)

0.04
(0.04)

Pearson's

Kendall Tau b

Hoeffding

slopes and aspects were significantly more accurate when
measured on a per-point basis, reflected in the significant
paired-difference tests (Table 2).

Correlation analyses agree with the above observations,
and identify some inter-relationships among elevation, slope,
aspect, and errors, First, true elevations are associated with
those included in both orus (Table 3) as measured by Pear-
son's, Kendall Tau-b, and Hoeffding metrics. In addition,
there was a weakly significant (p < 0.10 in only one of three

cases) positive relationship between elevation and elevation
enor for the SPOT-STX DEM, indicating a slight tendency for
larger errors at higher elevations. Thele were large, signifi-
cant correlations between true and both Uscs- and spot-de-
rived slopes (Table a), and, furthermore, there were strong
relationships between true slope and slope errors (p<0.10 in
five of six tests). Thus, slope errors tended to increase for
steeper slopes. Finally, there were large, statistically signifi-
cant correlations between true aspect and uscs- and spor-de-
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TlaLe 5. CoRReurroru Melsunes BETwEEN GRounuMelsuneo mo DEM-
DERTvED AspEcrs. Srerurncalrces or rxe Conneurroir (PRoerLry or Fllsel

Relgcrrrrrc rne NoConReuroN NULL HyporHEsrs) ARe rru Plnemneses.

ment of slope and aspect in forested terrain. As anyone with
field experience can testify, slope and aspect estimation is
considerably more difEcult in forested areas due to stem ob-
struction, understory vegetation, and other factors. Although
not likely a large impact in the present study, this may have
resulted in slightly more variation in ground-measured slope
and aspect, and hence contributed to the positive association
between error magnitudes and slope.

Gonclusions
This paper represents a limited test of DEMs produced utiliz-
ing two digital stereocorrelation methods, and, as such, ex-
trapolations should be conducted with extreme caution.
However, this work adds to the scant body of literature de-
scribing the slope, aspect, and elevation error properties of
widely-used uscs DEMS, and provides some information on
an early commercially produced, satellite-based orpr method.

In summary, we draw the following conclusions from
this work:

a The mean elevation errors of the two analyzed DEMs are sta-
tistically indistinguishable from zero, and both orvs meet the
RMSE accuracy target established by the U. S. Geological Sur-
vey for 7.S-minute DEMs. Elevation errors were weally corre-
lated with elevation for the spor-derived uwr, and were not
correlated with elevation for the usGs-GPM DEM.

o There are statistically significant errors in slopes derived
from the SPOT-STX orlt. Although intermediate slope errors
were observed for the uscs-cPM DEM, tley were not signifi-
cantly different from zero, but they were significantly differ-
ent from seor-derived slopes.

. There were significant, positive correlations between slope er-
rors and slope, resulting in larger errors on steeper slopes for
both onus. Because nearly all slopes in this study were for-
ested, this is likely due at least in part to difficulties in
stereo-correlation in forested terrain.

. Large aspect enors were derived for SPor-derived onus, and
moderate aspect errors were observed on USGS-GPM DEMS.
Uscs-cPM aspect errors were signiffcantly smaller than those
for sPoT-bas;d values, Aspect drrors weie uncorrelated with
aspect for both spot-stx and uscs-cPM data.
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