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Abstract 
This paper deals with automating the aerotriangulation pro- 
cedure using digital image processing methods and images 
available exclusively in  digital format. A conceptual system 
has been developed and implemented which allows for the 
automatic determination of exterior orientation parameters 
and positions of selected points in  object space using a mini- 
mal number of assumptions. In direct analogy to the prepa- 
ration phase of the conventional approach, a photomosaic is 
automatically generated to describe the interrelationship of 
all photos within the available block. This photomosaic i s  
subsequently used for the automatic extraction of approxi- 
mate conjugate image coordinates. 

A multiple image multipoint matching strategy has been 
developed to identify and precisely match conjugate points 
in  the triple, quadruple, or multiple overlapping areas of the 
block. By taking into account the geometric relationship be- 
tween conjugate points as expressed b y  their corresponding 
image-forming rays, and using image coordinates rather than 
the widely used local template coordinates, matching and 
block adjustment can be combined in  a unique way. Thus, 
the mensuration and adjustment phases of classical aero- 
triangulation are substituted by  a single digital process 
which allows automation of the complete procedure. 

Introduction 
Despite the increasing popularity of digital photogrammetry 
and the associated growth of research volume, aerotriangula- 
tion, one of the most important and demanding photograrn- 
metric procedures, is still left more or less untouched by the 
recent trends and activities, particularly at the production 
level. It is the complex nature of aerotriangulation that ren- 
ders its automation a rather cumbersome and challenging 
task, requiring the development of robust mathematical mod- 
els for matching and the harmonious combination of a num- 
ber of modules for its successful implementation. At the 
same time, it is exactly due to this complexity that human 
errors are often unavoidable and influence unfavorably its 
accuracy and overall performance. With the introduction of 
digital photogrammetric techniques, certain errors associated 
with the subjectivity of human operators during aerotriangu- 
lation may be avoided. Other potential merits as well, 
mainly associated with the ability to bypass dedicated photo- 
grammetric equipment and use widely available computers 
instead, provide constant encouragement to all efforts to- 
wards the automation of aerotriangulation (Helava, 1989; 
Tsingas, 1991). 

In order to successfully combine digital photogrammetry 
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and aerotriangulation, major problems associated with the 
use of digital imagery and image processing techniques have 
to be identified and ways to overcome them need to be pro- 
posed, in order to automate several critical steps of the pro- 
cedure and eventually facilitate its execution. The core of 
aerotriangulation is the measurement of conjugate points 
which in digital terms corresponds to the problem of image 
matching. The use of multiple images in more than one strip, 
with several points involved, complicates the application of 
existing matching techniques for aerotriangulation and, there- 
fore, renders necessary the development of a more extensive 
and robust mathematical model. At the same time, the huge 
amount of information contained in blocks of digital images 
and the necessity for good approximations makes it essential 
to design an efficient and intelligent way to obtain a direct 
and reliable solution. 

This paper presents a method for automated digital aero- 
triangulation focusing on both theoretical and implementa- 
tional aspects of the issue. The objective is to perform a 
complete aerotriangulation procedure using digital image 
processing techniques and a block of imagery available 
solely in digital format, and automatically obtain as end 
products the exterior orientation parameters of photographs, 
conjugate points, and their object space coordinates. 

Overview 
Aerotriangulation is a complex procedure and, as such, it 
should not be expected to be performed by a single matching 
process but rather by a combination of single-task modules. 
These modules should be combined in a complete digital 
aerotriangulation system in a manner that would optimize 
the efficiency, continuity, and accuracy of the complete pro- 
cedure (Agouris and Schenk, 1993). Thus, an automated 
aerotriangulation system should be organized in such a way 
that the sole input is digital imagery without any a priori 
knowledge of the exposure geometry, and all necessary ap- 
proximations are derived by modules of the system itself. Re- 
strictive and unrealistic assumptions (e.g., epipolar geometry 
or non-trivial approximations) have to be avoided to ensure 
the versatility of the procedure. A schematic overview of the 
proposed digital aerotriangulation procedure is presented in 
Figure 1. White boxes indicate processes while gray boxes 
correspond to results. All individual modules can be 
grouped into two major aerotriangulation processes, identifi- 
cation and measurement. 
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Figure 1. An overview of the presented automated aero- 
triangulation procedure. 

Identification 
The objective of the identification phase is to provide initial 
approximations which are necessary for the subsequent pre- 
cise measurement of conjugate points. During the prepara- 
tion stage of conventional aerotriangulation, an operator 
selects and marks conjugate pass and tie points by observing 
only two photographs at a time. Apart from being time-con- 
suming, this can also lead to serious errors due to the practi- 
cal inability to simultaneously observe conjugate points in 
multiple photographs and because of the marking procedure 
itself. Automated aerotriangulation, though, bypasses both 
problems by obtaining initial approximations of conjugate 
points through a photomosaic. This photomosaic can be au- 
tomatically generated by estimating the approximate posi- 
tions of pairs of photographs relative to each other through 
automatic orientation. 

The automatic orientation module successfully performs 
the task of stereo matching. Using no initial approximations 
and following a combination of feature-based hierarchical 
matching and correlation methods with continuous updating 
of the results through image pyramids, conjugate points are 
identified in stereopairs. The reader is referred to Greenfeld 
and Schenk (1989) and Schenk et al. (1991) for a detailed de- 
scription of the technique. These conjugate points provide all 
the necessary information for the creation of a common refer- 
ence frame to which photos will later be related and which 
will subsequently be used to provide initial approximations 
for multiple image matching. A photomosaic is the realiza- 
tion of such a reference frame which virtually allows the ev- 
olution from stereo to n-stage operations. In essence, digital 
photomosaicking can be considered as the product of a two- 
step procedure combining the geometric and radiometric as- 
pects of the problem. Initially, the position of each photo 
within the greater photomosaic plane has to be determined 
and, subsequently, it has to be filled through the proper as- 
signment of gray values. 

The geometric part is performed by a procedure similar to 
dependent orientation. As shown in Figure 2, the photomosaic 
is a digital image with a local coordinate system (x,, y,). For 
practical purposes, an identity correspondence is assumed be- 
tween each point P of coordinates x,,, y,, in photo 11 (first 
strip, first photo) and its mosaic image (x,, y,). The two co- 
ordinate systems differ by two shifts 

X, = x,, + dx,, and y, = y,, + dy,, 

which are introduced simply to accomodate for deviations of 
the actual flight lines from ideal straight lines. These devia- 
tions would have caused some of the photos to be projected 
partially outside of the designated photomosaic area had the 
shifts not been applied. 

All other photos of the block have to be correctly posi- 
tioned in the photomosaic coordinate system relative to the 
first photo. The relationship between the (x,,, y,,) coordinate 
system of photo j in strip i and the (x,, y,) mosaic coordi- 
nate system can be assumed of various complexity. A projec- 
tive transformation 

is considered suitable for our purposes and offers reliable re- 
sults, because it adequately describes the geometry of photo- 
mosaic generation. 

The geometric solution proceeds in a successive annexa- 
tion manner, which is conceptually similar to dependent ori- 
entation. The transformation parameters which precisely 
determine the position of the second photo in the photomo- 
saic are determined in a least-squares solution using the con- 
jugate points (obtained through automatic orientation) which 
belong to the overlapping area between the second and the 
first photo. In a similar way, the transformation parameters 
for each subsequent photo of the block are determined by ty- 
ing the current image to the already existing part of the pho- 
tomosaic. Once the complete set of transformation 

I 

Figure 2. Photomosaic generation. 
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parameters for all photos has been determined (up to two 
parameters for the first photo and eight parameters for each 
additional photo), the coordinates of any photomosaic point 
in any photo can be determined through the inverse form of 
the above mentioned projective equations. 

The radiometric part of photomosaicking consists of as- 
signing gray values to each mosaic position. A mosaic pixel 
with coordinates (x,, y,) assumes the gray value of its corre- 
sponding position (x,], y,,) in photo ij. However, in general, x,) 
and/or y ,  are not integers and, therefore, there will exist two 
integers m and n such that 

m < x i l < m +  1 and n < y , < n +  1. (4) 

The radiometric value assignment can then be performed 
by any interpolation scheme. Using a bilinear interpolation in 
particular, the gray value assigned to the mosaic pixel (x,, y,) 
is calculated to be 

where g, is the digital image function of photo ij. Bilinear in- 
terpolation offers excellent results in suppressing highly lo- 
calized noise effects. The reader is referred to Agouris and 
Schenk (1993) for a detailed description of particular imple- 
mentational issues of the photomosaicking module. 

Once the photomosaic is available, the inverse procedure 
can be followed to provide the coordinates of any photomo- 
saic point in all photos in which it might appear. Thus, we 
can automatically identify and distinguish the areas of dou- 
ble, triple, and, generally, multiple overlap within the given 
block. This information can be used to properly select 
matching candidates for the subsequent precise matching 
phase to ensure a strong bundle geometry. In addition, the 
photomosaic offers a visualization of the approximations and 
allows a human operator to identify and eliminate gross er- 
rors in the extraction of approximate corresponding point lo- 
cations. 

The objective of the measurement phase is to simultaneously 
identify the precise position of the same object space point 
in two or more photos using the local gray level distributions 
as a measure of similarity in a multiple image matching pro- 
cedure. Essentially, it is a combination of the mensuration 
and adjustment phases of conventional aerotriangulation in 
such a way that it practically allows the automation of the 
whole aerotriangulation procedure. The use of the well- 
known least-squares matching technique (Gruen, 1985) offers 
the advantage of having a well-defined mathematical model 
which permits alterations andlor expansions to accomodate 
certain geometric conditions. For aerotriangulation, this 
model has to handle multiple images. The introduction of ge- 
ometric constraints expressing the relationship of conjugate 
image patches through their corresponding common object 
space area makes matching more rigorous in theory and 
therefore practically improved. It ensures consistent match- 
ing results and allows the combination of bundle adjustment 
and multiple image least-squares matching in a single proce- 
dure. The simultaneous multiphoto matching technique can 
be conceptually viewed as the digital equivalent of an n- 
stage comparator, allowing the measurement of conjugate . . 

points in more than two images at a time. 

Multiple Image Multipoint Least-Squares Matching 
By simply using the affine transformation as the geometric 
relationship between two or more conjugate windows ac- 

cording to typical least-squares matching, their complete geo- 
metric interdependence, as expressed by the satisfaction of 
the collinearity condition equations, is not taken into consid- 
eration. Because matching is solely based on radiometric in- 
formation, windows displaying sufficient radiometric similar- 
ity can be matched even though their resulting parallax 
values may be unacceptable. This shortcoming can lead to 
erroneous matches, especially in areas of repetitive patterns, 
where a single window from one image displays high radio- 
metric similarities to multiple windows of another image. 
This problem can be overcome either by checking the result- 
ing parallax values or, in a more robust fashion, by introduc- 
ing constraints within the geometric model used to relate 
coGjugate patches. 

Geometric constraints can be introduced either as addi- 
tional equations (Gruen and Baltsavias, 1988), or by properly 
modifying the expression which relates the coordinate systems 
of corresponding windows. The image coordinates (xi, yi] (re- 
duced to the principal point) of a point p(&, Y,, Z,) of the 
object space in photo j satisfy the collinearity condition 

or, in matrix notation, 

+ 
where Mj is the rotation matrix of image j,xp are the the 
ground coordinates of the exposure center of photo j, and A:, 
is the associated scale factor. 

Backsolving the collinearity condition for the image of 
the same point P i n  photo i, we obtain 

+ 
and substituting this expression ofx, into Equation 7 gives 

+ A,: 1 - t +  

xi = 7 M, x,: + - M, (Xp - x:) 
A, A/ 

which can also be written as a set of three equations 

By dividing the first two equations by the third one, we 
obtain a set of two equations 

where mm; is the element in the m* row and n* column of 
the rotation matrix MI of image j. The above expressions re- 
late the (xi, yi) image coordinates of point P in photo j to the 
(xi, y;) image coordinates of the same point in photo i as a 



function of the exterior orientation parameters of both photos 
and the scale factor of P in one of them. For a fixed point P 
(x;, y;,) in photo i, the coordinates (x;, y;) of its conjugate po- 
sition in photo j will change if and only if certain exterior 
orientation elements of either imaee and/or the scale factor " 
A;, change. For an image i, fixed in the object space, the scale 
factor A;, uniquely defines the survey coordinates (X,, Y,, Z,) 
and, consequently, the position of point P i n  the object space 
from its fixed coordinates in the same photo as 

The fixed image of point P in image i is defining a ray, 
connecting the exposure station of image i, the image of P in 
photo i, and the object space point P. The position of that 
ray in object space is defined by the exterior orientation par- 
ameters of photo i. On the same ray, the position of P in the 
object space is defined by the scale factor A;. The coordinates 
of P in another image j are defined from the point's object 
space position and the exterior orientation parameters of that 
image. Equations 13 and 14 express this relationship for a 
pair of images and a single point. A similar set of equations 
can be formed for every other object space point appearing 
in photos i and j. Each new point Q introduces a new scale 
factor A&, while points in the same image are related by a 
common set of exterior orientation parameters. For suffi- 
ciently small image patches which do not present abrupt 
height variations in the object space, all points within a 
patch can be reasonably assumed to have the same scale fac- 
tor. A set of equations can thus be formed, relating the image 
coordinates of a patch in image j to its conjugate patch in 
image i through the exterior orientation parameters of both 
photos and a scale factor, instead of the traditionally used af- 
fine transformation. 

Conceptually, by applying Equations 13 and 14 to the 
coordinates of conjugate window pairs (w,, w,) and dropping 
the index P, we have 

with 4 being the function described by Equations 13 and 14. 
This function expresses the relationship between a pair of 
windows through a common reference which, in this case, is 
the object space patch. 

When initial approximations (obtained through the pho- 
tomosaic) are available in the form of conjugate points in a 
block, approximations for the exterior orientation parameters 
of each image as well as for the object space coordinates of 
points can be determined through a typical block adjustment 
procedure. These initial approximations will then be refined 
through a multipoint multiple image matching adjustment. 
Using the initial rough approximations, new approximate con- 
jugate positions for a stationary patch centered at pixel (x,, y,) 
of image i can be found in all other images. If the original ap- 
proximations were perfect, these conjugate patches would dis- 
play (after a radiometric histogram equalization) similar gray 
values. Differences in gray values between patch g,(x,, y,) 
and its approximate conjugate position in photo j, g, (x:, yy), 
are due to the fact that the two patches are not exactly con- 
jugate. The coordinates of g,(x,, y,) have to be properly up- 
dated to become truly conjugate to g,(x,, y,). This will be 
achieved by updating the exterior orientation parameters of 
photos i and j and the scale factor A, in such a way that the 
gray value differences between conjugate patches will be 
minimized. 

By using the n, by n, pixel patch in photo i as a tem- 
plate, a total of n, . n, observation equations can be written 

to compare it to its conjugate patch in photo j. They are line- 
arized as 

which becomes 

ax aY + g,x do; + ... + g,,, do: 
ao; (20) 
ax. + gjx i do{ + ... + gjy % do' a04 a o ~  

and 

where A T  is the scale factor for the patch centered in point P 
in photo i, and (o;, . . . ,oh), (oi,. . . , o ~ )  are any preselected 
set of m orientation parameters for photos i and j, respec- 
tively. In the most general case, all exterior orientation para- 
meters of each photo are considered adjustable; thus, m = 6 
and 

The design matrix A for least-squares matching will in- 
clude the derivatives of all observation equations with re- 
spect to all unknowns. Each line of the A matrix will 
include 12 nonzero elements at the positions corresponding 
to the exterior orientation parameters of the two photos on 
which the conjugate patches (one of which is always the 
template) appear, as well as one nonzero element corre- 
sponding to the scale factor of the specific template. The pat- 
tern of the A matrix, assuming the exterior orientation 
elements to be ordered first and the scale factors grouped as 
the last elements of the matrix of the unknowns, is shown in 
Figure 3. The figure illustrates an example case of a total of 

Figure 3. Sparsity pattern 
of the design matrix for 
multiple image multipoint 
least-squares matching 
with geometric constraints. 



three points appearing in the overlapping area of four im- 
ages, using the patches in image 1 as reference templates. 
Light gray boxes indicate derivatives with respect to the ex- 
terior orientation parameters, while dark gray boxes corre- 
spond to derivatives with respect to the scale factors. For 
patches of n, by n, pixels, the dimensions of light gray boxes 
are (n, . n,) by 6, while each corresponding dark box in- 
cludes (n, . n,) by 1 elements. In general, assuming a total of 
n photos and m distinct patches or corresponding points, 
there exists a total of (6 n) + m unknowns 

cannot be obtained. The poor geometry, due to narrow rays 
formed by the small patch size, will lead to an ill-condi- 
tioned system and, therefore, to highly unreliable results. In 
order to overcome this problem, the patches should follow a 
distribution similar to that of pass and tie points in a typical 
block adjustment (i.e., corresponding to the Von Gruber 
points). Even though a pair of patches produces in this ex- 
ample 25 equations, each patch is essentially expected to 
contribute to the geometric part of the adjustment informa- 
tion corresponding to that provided by a single point in a 
traditional block adjustment. By using an adequate number 
of properly distributed patches, suf&cient geometric informa- 
tion becomes available to successfully tie all photos in a 
block. 

To eliminate the datum defect problem, control points 
have to be used or certain parameters have to be considered 
constant. The datum defect for a block adjustment is seven, 
expressing the three translations, three rotations, and one 
scale factor that relate two three-dimensional systems. It can 
be eliminated by using one height and two full control 
points. Alternatively, by keeping the six exterior orientation 
parameters of an image and the one scale factor of a patch 
constant, seven independent pieces of information can be 
provided, thus permitting a minimum constraint solution. 
This solution would be geometrically considered as the block 
equivalent of a dependent orientation, whereby one photo is 
moved and rotated with respect to a fixed one in order for a 

XT = [do;, do;, . . . ,don,, dA,, . . . dA,IT. 

The least-squares solution is obtained as 

with the @ element of the observation vector L including 
the comparison of the corresponding gray values of a patch 
in image j to its template in image i: i.e., 

The residual vector for the gray value observations will 
be 

and the estimated variance of unit weight 

model to be formed. 
In general, if a priori stochastic information for any un- 

known parameters is available (e.g., obtained by a GPS re- 
ceiver in the airplane (Lucas, 1987)), it can be introduced 
into the adjustment procedure as additional observation 

where df denotes the degree of freedom, equal to the num- 
ber of equations minus the number of unknowns. The num- 
ber of equations, and, equivalently, the dimension of the L 
vector, depends on the number of formed pairs of conjugate 
patches. Assuming p pairs and patches of n, by n, pixels, a 
total of p - n, . n, equations will be formed. 

Because the original model is non-linear, the final solu- 
tion is obtained through iterations. After each iteration, the 
image coordinates of point P in photo j are updated due to 
corrections in orientation parameters as 

equations of the form 

in a manner similar to the introduction of observations of ex- 
terior orientation parameters or survey coordinates into a 
block adjustment (Merchant, 1984). The superscripts a and o 
are used to denote the adjusted and current approximate val- ax ax. 

~ ~ = x ? + ~ d ^ O ; +  ...+A d& 
a& ad,  ues, respectively. ~ s s u m k ~  a weight matrix  associated 

with the additional observations on exterior orientation ele- 
ments, and P-he corresponding weight matrix for scale fac- 
tors, the introduction of these additional observations will 
alter the solution as and 

ay. A 

Yr = y g  + do; + . . . + a do:, 
ao; do; 

where & is that part of the matrix A referring to exterior ori- 
entation parameters and A q s  the part referring to the scale 
factors. In comparison, the direct solution (Equation 24) can 
be expressed, using the above submatrices, as 

For these new coordinates, new gray values are determined 
from the original image function through a bilinear interpola- 
tion, and the observations vector is properly updated. The (x,, 
y,) coordinates of the reference template obviously remain con- 
stant throughout the adjustment procedure. 

Assuming, for example, image patches of 5 by 5 pixels, 
each pair of conjugate patches produces a total of 25 obser- 
vation equations with 13 unknowns, i.e., six exterior orienta- 
tion parameters for each image and one scale factor. By using 
the same patch size and number of unknowns for a patch in 
the common overlapping area of n photographs, a total of 25 - (n - 1) observation equations with (6 . n) + 1 unknowns 
are formed through comparison to the reference template. 
Despite the fact that, for every n 2 2 (which would be the 
case even for a single pair of corresponding patches) we have 
more equations than unknowns, a bundle solution obviously 

By performing multiple image multipoint matching as pre- 
sented in this section, we inherently ensure that conjugate 
image rays intersect at a point in the object space, as well as 
explore the interrelationship of various patches in the same 
image. The use of object space constraints to express the re- 
lationship of two or more conjugate windows allows the 
combination of radiometric and geometric solutions into a 



Figure 4. The digital photomosaic. 

single adjustment procedure. Thus, block adjustment and 
least-squares matching can be combined, allowing the solu- 
tion of matching ambiguities and producing a geometrically 
coherent solution. 

Summarizing, the presented automated aerotriangulation 
strategy proceeds as follows: 

A photomosaic of the given block is automatically generated 
through successive use of the automatic orientation module 
between stereopairs. 
Points are selected (manually or automatically) in the overlap- 
ping regions of the photomosaic. The distribution of these 
points must be such that a robust block adjustment solution is 
feasible. 
Approximate values for the location of these points in each 
block image are obtained from Equations 2 and 3. 
From the resulting image coordinates, an initial block adjust- 
ment is performed to provide the necessary approximations 
for the exterior orientation parameters of each image and the 
object space coordinates of each point. 
For every object space point, its image in one photograph is 
selected to be the matching template. The selection can be 
based on various principles. For example, one can select the 
image of the point in the leftmost photo of the uppermost 
strip, or select as matching template the image which offers 
highest radiometric variations (highest entropy value). The lat- 
ter option offers the potential to optimize matching accura- 
cies. 
Once a template is selected, approximations for the corre- 
sponding scale factor are calculated from the current values of 
exterior orientation parameters and the approximate object 
space coordinates. From this information, initial approxima- 
tions of conjugate image windows are defined. 
Finally, multiple image multipoint matching is performed. 
During this adjustment, for every object space point, its im- 
ages in all photos are compared to its template pairwise. From 
the adjustment, exterior orientation parameters and scale fac- 
tors are updated. Through their update, the image coordinates 
of conjugate patches are also updated, new observation equa- 
tions are formed, and a new iteration is performed. Iterations 
stop when the parameters do not change significantly. 

The procedure offers as end products the exterior orien- 
tation parameters of each photo of the block, the object space 
coordinates of the selected points, and their conjugate loca- 
tions in multiple images. 

Experiments 
To implement and study the previously described automatic 
aerotriangulation procedure, a block of digital images was 
used. It contained eight photos arranged in two strips of four 

photos each, depicting the broader area of the campus of The 
Ohio State University at a scale of 1:4000. The overlap was 
60 percent within a strip (endlap) and 35 percent between 
strips (sidelap). 

Following the previously described procedure, the eight 
photos were combined in a photomosaic (Figure 4). The 
number of matched points per stereopair was on the average 
120 for models along strips, and 65 for models formed be- 
tween strips. The difference in the number of matched points 
for these two cases is of course expected, due to their differ- 
ence in overlap. 

The accuracy of the photomosaic expresses how close to 
true conjugate points are the approximations derived from it. 
This information is valuable for subsequent precise matching 
because it affects the window size selection. Windows have 
to be large enough to ensure sufficient similarity between ap- 
proximate conjugate windows, but at the same time they 
have to be kept relatively small to avoid unnecessary compu- 
tational burdens. The pixel size, changing in various levels 
of image pyramids, can be used to transform absolute meas- 
ures of accuracy (pm) into relative indices (pixels). Accord- 
ing to the desirable window size and the accuracy of the 
available approximations, an image resolution is chosen that 
ensures sufficiently overlapping windows. On this resolution 
level, multiple image matching is performed, and the results 
serve as initial approximations for matching in finer resolu- 
tions, until the finest resolution is reached and the most ac- 
curate solution is obtained. 

To assess the photomosaic accuracy, a total of 60 test 
points approximating a regular 6 by 10 grid were selected. Us- 
ing the (x,, y,) photomosaic coordinates of these points and 
the computed projective transformation parameters a?, . . . ag, 
the (x;, yp,) coordinates of each point in photo ij were auto- 
matically calculated. Subsequently, each test point was manu- 
ally identified in every photo in which it appeared and its 
coordinates (x;, y;] were recorded. These manually collected 
coordinates were considered as the "true" ones to which the 
automatically determined coordinates were compared for a def- 
inite measure of the accuracy of the photomosaic. Figure 5 
shows the radial distance 6r, defined as 

between manually and automatically detected test points. It 
can be seen that approximately 81 percent of the test points 
deviate radially by no more than 2.8 pixels from the manu- 
ally determined ones. This radial distance corresponds to de- 
viations of up to two pixels in both x and y directions, 
which, for the current resolution of the digital images (1024 
by 1024 pixels representing an analog image of 23 by 23 

percentage of test points 

radial &viations from 
manual coordinates in 
pixels 

Figure 5. Photomosaic accuracy using projective transfor- 
mation. 
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cmZ), is equivalent to approximately 500 Fm. The results 
slightly deteriorate towards the end of each strip in a manner 
similar to error propagation during strip formation in a pho- 
togrammetric plotter. By adding photos to a photomosaic al- 
ready created by the previous members of a strip, a 
leveling-type error is introduced, with error magnitudes in- 
creasing along strips due to error propagation. For this appli- 
cation, with only four photos per strip, the deterioration is 
rather insignificant, but it could be quite important when 
longer strips are used. In that case, control points further 
along the strip should be used to limit the associated distor- 
tions. 

The above results show that the photomosaic can be suc- 
cesfully used to automatically obtain first approximations of 
conjugate locations for the subsequent precise multiphoto 
matching. These approximations will serve as centers of win- 
dows which overlap sufficiently, ensuring a successful least- 
squares matching solution as previously discussed. Even for 
small windows of 5 by 5 pixels, the radial deviation of 2.8 
pixels ensures a minimum overlap of 36 percent in area or 
50 percent in each direction between conjugate windows. 
The larger coordinate deviations (5.6 pixels) were observed 
in positions of extreme relief displacements (very high build- 
ings). This is rather expected because the theoretical model 
of projective transformation expresses the three-dimensional 
relationship of two planes. If the projective transformation 
parameters relating each photo to the photomosaic are prop- 
erly determined from precise (subpixel accuracy) stereo- 
matching, the accuracy of the photomosaic will solely 
depend on how well the terrain resembles a plane. Nearly 
flat terrains offer higher accuracies, while severe height vari- 
ations lower the accuracy. It should be mentioned that points 
matched through the automatic orientation module are 
mainly located on the ground (Stefanidis et al., 1991). 
Matched points on high buildings are very scarce because 
their parallax values very often exceed the acceptable range. 
Therefore, the mosaic determined using conjugate points ob- 
tained through automatic orientation best relates the planes 
defined by the ground surface depicted in the photos, rather 
than by buildings and other height extremities. 

Prior to matching, a radiometric correction was per- 
formed to minimize gray value scale and variance differences 
between conjugate image patches. Gross variations in expo- 
sure conditions were corrected by performing a linear histo- 
gram scaling procedure. That way, radiometric differences in 
scale and standard deviation are minimized before the actual 
matching process itself accomodates for the remaining differ- 
ences through corrections of exterior orientation parameters 
and the position of the points in object space. 

Using the photomosaic as a ~ommo~reference frame, a 
total of 27 points were identified in the block of eight pho- 
tos. They were selected in a way that would provide suffi- 
cient coverage of multiple overlapping areas, allowing a 
geometrically strong block adjustment solution, while at the 
same time making sure that the resulting windows are rich 
in radiometric content. Using the projective transformation 
parameters and the photomosaic coordinates of the 27 
points, the coordinates of every point in each photo were 
calculated. The approximate image coordinates determined 
through the photomosaic were examined manually to ensure 
that no blunders existed among them. These coordinates are 
then used to obtain approximate exterior orientation and ob- 
ject space coordinate values, as discussed in the previous 
section. 

For precise matching, the size of the windows is kept 
small, e.g., 5 by 5 or 7 by 7 pixels, or even higher when radio- 
metric variations within the resulting windows are considered 
inadequatt;. Small window sizes ease computational burden 
and ensure satisfaction of the geometric assumptions inherent 

in the geometric model (i.e., common scale factor for all pixels 
of a patch) used to relate conjugate windows. For every object 
space point, the corresponding window in one of the photos 
in which it is imaged is kept stable and serves as the match- 
ing template. The approximate values of the exterior orienta- 
tion parameters of each photo and the scale coefficient of the 
template are then used to determine the conjugate positions of 
each pixel of the template in all photos in which it may ap- 
pear. First approximations of the conjugate windows are de- 
fined in this manner. It is obvious that windows other than 
the template will most likely not correspond to integer pixel 
locations. Thus, gray value interpolation is required, even 
from the stage of initial approximations. This procedure is re- 
peated for each of the processed object space points to pro- 
duce the necessary input for the subsequent stage of precise 
matching. 

Multiple image multipoint matching was then performed 
using 1024- by 1024-pixel digitized versions of the photos. 
To eliminate the datum defect, the exterior orientation para- 
meters of one photograph (photo one in strip one) and the 
scale factor of one point in this photo were kept constant, 
and their values remained unchanged during the adjustment. 
The results of this solution were subsequently used as ap- 
proxi~ations for repeating matching in a finer resolution 
level (2048 by 2048). There, the final solution comprised of 
exterior orientation parameters and scale factors was ob- 
tained. 

To examine the accuracy of the obtained conjugate 
points, an even finer version of the images (4096 by 4096 
pixels) was used. The coordinates from both 1024 by 1024 
and 2048 by 2048 levels were transfered to that finer level 
where they were manually compared to their respective 
"true" conjugate positions. Thus, subpixel measures of accu- 
racy were estimated. The operator's observations are reasona- 
bly assumed to be as accurate as 0.5 pixel at the resolution 
level where the image is directly observed. The deviations of 
matched points from true conjugate locations were deter- 
mined for each set of conjugate points. Points matched at the 
1024 by 1024 pixel level presented an average deviation 
from "true" conjugate location on the order of 1.3 pixels at 
the 4096 by 4096 resolution level, which corresponds to an 
accuracy of almost 0.325 of a pixel at the level where match- 
ing was actually performed (1024 by 1024, in this case). 
Points matched at the 2048 by 2048 resolution level pre- 
sented an average deviation of 0.6 pixel in 4096- by 4096- 
pixel imagery, which corresponds to 0.3 of a pixel at the 
level where matching was performed (2048 by 2048). 

It is important to realize that the accuracy of determin- 
ing conjugate points is a representative measure of the per- 
formance of the technique, because they are calculated by 
taking into account all the elements determined by multiple 
image multipoint least-squares matching (exterior orientation, 
scale factors). The presented matching results indicate suffi- 
cient accuracies to support the presented digital aerotriangu- 
lation strategy. 

Concluding Remarks 
The present paper deals with performing an automated aero- 
triangulation using digital image processing methods and im- 
ages available exclusively in digital format. A conceptual 
system has been developed and implemented which allows 
the determination of exterior orientation parameters and po- 
sitions of selected points in object space using a minimal 
number of assumptions. 

Initial experimental results confirmed the derived theo- 
retical strategy and support its quality and feasibility. The in- 
troduction of digital techniques offers a solution to the 
problem of subjective point identification errors associated 
with a human operator who is unable to observe more than 
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two  photos at  a time. Instead, multiphoto matching offers es- 
sentially a digitally implemented n-stage comparator. Having 
this as  its core module,  the  presented automated digital aero- 
triangulation scheme becomes flexible a n d  efficient. 

The  potential to bypass expensive a n d  dedicated equip- 
ment  (e.g., analytical plotters) a n d  personnel by  performing 
the  necessary operations in a computer may  revolutionize 
aerotriangulation. Not only could it  change the  way aero- 
triangulation is  currently carried out, but  it  would  mainly 
boost its practicality and  application i n  scientific fields a n d  
communities (e.g., architecture, industry, and medicine) 
which  are currently hesitant or turned off by  the  aforemen- 
tioned equipment a n d  personnel requirements. 
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