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Automated Feature Extraction: 
The Key to Future Productivity 

Feature databases store 
the identity, location, and 
characteristics of the natu- 
ral and man-made features 
in imagery. To be useful, 
features must be tied to 
the ground and measured 
with both relative and ab- 
solute accuracy. The par- 
ticular end-product dic- 
tates the relative impor- 
tance and needed detail of 
different types of features. 

Feature databases make 
it possible for cartogra- 
phers to build maps and 
GIs databases for urban 
and regional planners, for 
civil and military appli- 
cations, telecommunica- 
tions, and a host of other 
applications. Simulation 
and modeling practitio- 
ners use three-dimen- 
sional feature databases 
for visualizing scenes in 
three dimensions, build- 
ing virtual worlds (based 
on real images and fea- 
tures), targeting, and walk- 
throughs for mission 
planning and mission re- 
hearsal. 

The recent explosive 
growth of computing 
power is making it pos- 
sible to deliver these so- 
lution to the desktop. 
Photo 1 ealistic scenes can 
now be rendered on 
workstations. The need 
for accurate and detailed 
databases grows with 
each new application. 

Improving Productivity 
Extracting features for 
databases is often the 
most time-consuming and 
expensive step in the pro- 
duction of image-based 
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products. Depending on 
the application, it can 
take days or months to 
build feature databases. 

The key to improving 
productivity is introduc- 
ing automation into the 
feature extraction process. 
Several years ago, GDE 
Systems and Helava em- 
barked on a major effort 
to re-engineer and rede- 
sign the database genera- 
tion process to signifi- 
cantly reduce the time it 
takes to extract features 
and populate feature da- 
tabases. 

Productivity improve- 
ment in feature extrac- 
tion comes not from a 
single dramatic change, 
but from incremental im- 
provements in a number 
of areas. Some of the 
more important areas are 
user interfaces, interac- 
tive feature editing tools, 
process improvements, 
knowledge bases, and 
image understanding 
tools. 

User Interfaces 
Effective user interfaces 
optimize interactions be- 
tween the operator and 
the feature extraction 
workstation. Interfaces 
optimize interactions by 
minimizing and making 
intuitive required inputs, 
and providing clear feed- 
back on the progress and 
status of operations. 
Subtle factors, such as 
how feature models are 
selected and represented, 
how many and what kind 
of feature points need to 
be designated by the op- 

erator, and how the data 
are entered, are also op- 
timized in effective in- 
terfaces. 

For example, our 
Single Feature Tool ex- 
tracts the complicated 
outlines of bodies of wa- 
ter after the operator in- 
vokes the tool, clicks on 
any interior point in the 
lake, and on points that 
form a bounding rect- 
angle. In contrast, a 
manual tool would require 
that the operator pains- 
takingly trace around the 
lake. 

The User Interface 
should permit rapid data 
entry by permitting some 
input inaccuracy on the 
user's part that is auto- 
matically refined. We've 
found that giving the op- 
erator a variety of tools 
works best to improve 
productivity, especially 
those that move a floating 
mark to the image surface, 
that move line segments 
towards edges, that 
square corners, that make 
adjacent sides of build- 
ings perpendicular, and 
that make opposite sides 
parallel. These and simi- 
lar tools ensure a more 
powerful interface and 
reduce the time to accu- 
rately produce feature 
databases. 

Interactive Feature 
Editing Tools 
Efficient interactive fea- 
ture editing tools are 
used by the operator to 
correct inaccuracies in 
the results of automated 

delineations, or from 
manual feature delinea- 
tions. Operators need 
tools to modify features 
including but not limited 
to 1) moving individual 
points, 2)  rotating, seal- 
ing, and translating fea- 
tures, 3) copying feature 
segments, and 4) deleting 
extraneous feature ele- 
ments. It is possible to 
use inference engines 
that direct the selection 
and parameters of inter- 
active editing tools based 
on the confidence levels 
and probable causes of 
inaccuracy reported by 
image understanding 
tools to improve opera- 
tor efficiency and tool 
acceptance. 

Productivity 
improvement 
in feature 
extraction 
comes not 
from a single 
dramatic 
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change, but 
from 
incremental 
improvement 
in a number 
of areas. 



Process 
Improvements 
The process of generating 
a simulation database 
from raw imagery can be 
broken down into eight 
steps: ingest the imagery, 
control it, extract terrain, 
extract features and fea- 
ture attributes, convert 
the terrain matrix to 
polygons, reconcile the 
features with terrain, 
thin the resultant data- 
base, and reformat the 
output. While this paper 
focuses on feature ex- 
traction, improvements in 
other steps of the simula- 
tion database generation 
process can positively 
affect feature extraction; 
for example, photogram- 
metric improvements 
can increase the accuracy 
of features extracted 
from the image. 

Knowledge-based 
Systems 
While each image is dif- 
ferent, it is possible to 
capture general feature 
extraction expertise in 
knowledge-based systems. 
These systems can be 
used to direct algorithmic 
flow and optimize param- 
eter settings for feature 
extraction tools. The 
knowledge base uses the 
objectives of the operator, 
the results of previous 
operations, and the cur- 
rent state of the system 
to identify appropriate 
scenarios for the current 
extraction process. Knowl- 
edge-based inference en- 
gines incorporate rules 
that an operator typically 
follows when extracting 
features, or performing 
other image operations 
like terrain extraction. 

Chains of processing 
operations can be incor- 
porated into the rule- 
based inference engine, 
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analyst performs an op- 
eration, the set of pro- 
cesses performed follow 
the appropriate decision 
path. Rules can be built 
into the system that de- 
termine input parameters 
for the next step in a 
processing chain based 
on prior results. Over 
time, the set of rules in- 
cluded in the knowledge 
base permits increasing 
levels of automation. We 
found that a well-devel- 
oped set of inferences 
can result in dramatic 
speed and accuracy im- 
provements. 

To be useful, knowl- 
edge bases must be modi- 
fiable by the user, flexible, 
and adaptable to differ- 
ent classes of features, 
different backgrounds, 
and different image 
qualities. Storing param- 
eters for different situa- 
tions will free the opera- 
tor from having to track 
and enter detailed param- 
eter values about which 
the operator is neither 
knowledgeable nor con- 
cerned. Knowledge 
bases also have the 
added value of increas- 
ing consistency between 
operators to ensure the 
production of a coherent 
product. 

. . . a well- 
developed set 
of inferences 
can result in 
dramatic 
speed and 
accuracy 
improvements, 

Image Understanding 
Tools 
Image understanding tools 
automate aspects of the 
feature extraction process. 
We define "image under- 
standing" to include any 
image processing or analy- 
sis algorithm that facili- 
tates feature extraction. 
Tools can be applied sin- 
gly or in processing 
chains. Features on this 
issue's cover photo were 
extracted with image un- 
derstanding tools cur- 
rently under development 
for production use. 

Before introducing new 
tools, they are validated 
by comparing operator 
performance before and 
after tool inclusion. A 
representative sample of 
users and scenarios en- 
sures a realistic assess- 
ment. Measures of accu- 
racy, speed, and operator 
fatigue quantify the tool's 
utility. Those tools found 
to be beneficial are intro- 
duced into production 
software. 

When developing new 
production algorithms, 
our thesis is to exploit all 
the information available 
including photogrammet- 
ric information, camera 
parameters, and image 
metrics. The remainder of 
this paper focuses on im- 
age understanding tools 
for feature extraction. 

Manual, Semi-Auto- 
mated, and Automatic 
Tools for Feature 
Extraction 
Image understanding tools 
form a continuum based 
on the relative influence 
of operator and algorithm. 
Manual tools are entirely 
driven by the operator 
who must lay down dis- 
crete points precisely and 
extract all features with- 
out the benefit of image 

understanding algorithms. 
For example, when de- 
fining a flat rooftop using 
the manual method of 
extraction, the operator 
must precisely mark the 
vertex at each corner of 
the rooftop. 

Semi-automated feature 
extraction (SAFE) tools 
combine operator actions 
with automatic computa- 
tions. The premise of 
this approach is to refine 
vector data extracted by 
an operator and to reduce 
the steps required to col- 
lect the vectors that de- 
fine the extracted features. 
For the case of the flat 
rooftop, two of the poten- 
tial uses of SAFE are 1) 
the operator approximates 
eachcorner, and algo- 
rithms adjust the roof 
boundaries towards the 
true boundaries, and 2) 
the operator marks a start- 
ing point on the roof, and 
an algorithm establishes 
the boundaries of the 
rooftop. Both manual 
and fully automated sys- 
tems have limitations. 
Operators find it difficult 
to enter precise points, 
and automated algorithms 
need oversight to adjust 
for suboptimal results, 
false alarms, or missed 
detections. Semi-auto- 
mated tools, however, 
tend to perform well in 
these conditions. . 

Fully automated sys- 
tems extract features with- 
out operator intervention. 
While there are manv 
powerful and creative 
image understanding 
tools, complete automa- 
tion is not achievable 
with today's tools. Fully 
automated tools are too 
slow and are not yet ca- 
pable of dealing with a 
wide enough variety of 
image variations to pro- 
duce accurate results in a 
majority of cases without 
operator interaction. 
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However, the user can 
combine automatic tools 
with interactive refine- 
ment to produce very 
powerful solutions. 
Some are already doing 
this for automatic terrain 
extraction. Automatic 
terrain extraction tools 
capture 80-99% of the 
terrain. Interactive ter- 
rain extraction tools are 
then used to refine the 
results. A similar ap- 
proach can be applied to 
automatic feature extrac- 
tion. For the case of our 
flat rooftop features, an 
automated solution 
could request that an al- 
gorithm find all of the 
roof tops in a scene. A 
suite of editing tools 
could then be used to 
clean up any of the blun- 
ders of the algorithm. 
This process could be 
improved by introducing 
the concept of tagging 
results as accurate or po- 
tentially inaccurate, based 
on the confidence of the 
extraction algorithm. 

Existing Tools 
SOCET SET@ is a tool kit 
which includes a wide 
variety of image under- 
standing tools. 

The Rooftop Tool 
This tool simplifies the 
extraction of flat roofs by 
accepting points near the 
corners of the rooftops, 
instead of requiring pre- 
cise x, y, and z placement. 
Each of the line segments 
formed by these points 
are automatically trans- 
lated and rotated to con- 
form to the edge of the 
feature, and their inter- 
sections form the more 
precise corners of the 
rooftop. We provide the 
operator with options to 
make adjacent sides per- 
pendicular or opposite 
sides parallel. 
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Operator tests indicate 
that this tool more than 
doubles the speed at 
which rooftops can be 
extracted, with a signifi- 
cant reduction in opera- 
tor fatigue, when com- 
pared with traditional 
manual methods. 

The Edge and Road 
Refinement Tool 
This tool expands the 
types of features to which 
the Rooftop Tool applies. 
Any features with well- 
defined edges, such as 
paths, trails, roads, or 
rivers can be extracted 
with the linear refinement 
tool. To use this tool, 
the operator designates a 
few points near the edge 
of the feature. The algo- 
rithm then iterates to 
form a multi-segmented 
edge that closely conforms 
to the edge of the feature. 
Unlike the Rooftop Tool, 
the Edge and Road Re- 
finement Tool does not 
assume a closed polygon. 

The Single Feature Tool 
Region growing algo- 
rithms have long been 
used in image processing 
to segment images into 
homogeneous areas. An 
algorithm can start at a 
point, and grow to all 
points that are the same 
color (or brightness or 
reflectance) at the same 
elevation. Bodies of water 
including lakes and ponds 
meet the constant eleva- 
tion criteria. To use the 
Single Feature Tool, the 
analyst clicks a floating 
mark within the feature of 
interest, and then speci- 
fies a bounding rectangle 
to speed operation. The 
region grower fills in the 
feature and applies a po- 
lygonal border tracker to 
the grown region to pro- 
duce the final boundary 
of the feature. This uro- 
cess is much faster than 

a precise and tedious 
manual extraction. 

Tools Under 
Development 
Some of the methods and 
image-understanding 
tools under developmeni 
are Model-Based Extrac- 
tion tools for Buildings 
and Roads, and Global 
Least Squares Matching 
for Feature Extraction. 

Model-Based Extraction 
Tools for Buildings 
and Roads 
There are many influence: 
on the appearance of an 
object in an image, in- 

one that accounts for the 
largest number of pixels 
in the object. 

-- - 

clkding illumination, ob- 
ject material, and the im- 
age acquisition system. 
Model-based algorithms 
seek to exploit not only 
the knowledge of the im- 
aging process, but also the 
constraints and relations 
that define the object. 
Simulation and modeling 
of the acquisition of the 
image containing the ob- 
ject of interest provides 
the necessary clues to 
develop model-based 
featuri extraction tools. 
This reduces the feature 
extraction problem to 
finding an object's loca- 
tions and characterizing 
its attributes. 

Operators can identify 
objects in imagery more 
rapidly than fully auto- 
mated tools. Semi-auto- 
mated model-based tools 
rely on the operator to 
identify the object type 
and location. The opera- 
tor lays down a seed, or 
starting point, for the ex- 
traction algorithm, which 
extracts the detailed at- 
tributes of the object. 
Automated techniques 
may then be applied to 
predict and quantify the 
fit of the model to a large 
number of local instances. 
The best instance is the 

It is now 
possible to 
distinguish 
objects of 
similar shape 
based on 
their relation 
to the 
Tources of 
Ilumination. 
Traditional image un- 

derstanding algorithms 
use edge detection or 
edge following techniques 
to characterize object ge- 
ometry. These techniques 
fail for certain illumina- 
tion angles, or when the 
object of interest is the 
same color as its back- 
ground. Radiometric mod- 
eling overcomes these 
problems by capturing 
the underlying physics of 
the light, object, and im- 
age acquisition interac- 
tions. Model parameters 
including sun angles, ob- 
ject composition, and 
film parameters (the film 
transfer function) can be 
combined to create a com- 
plete model of an object 
within its radiometric 
environment. When these 
elements are combined 
with image geometry and 
edge techniques it is pos- 
sible to distinguish objects 
of similar shape based on 
their relation to the 
sources of illumination. 
Combining geometry and 
radiometry aspects in one 
coherent model yields 
powerful image under- 
standing tools. 



Global least 
squares 
matching can 
be used to 
introduce 
logical 
constraints 
on the data- 
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Model-Based Building 
Extraction Tool 
The model-based building 
extraction tool provides 
a means to rapidly extract 
buildings in a scene. The 
operator specifies con- 
straints on building size, 
shape and material, and 
places one or two points 
on the rooftop. The tool 
constructs the model of 
the three-dimensional 
rooftop, and initiates a 
search of the area. The 
model that best matches 
the imagery is presented 
to the operator for accep- 
tance, rejection, or edit- 
ing. Upon acceptance, 
the result is added to the 
feature database. 

Model-Based Road 
Following Tool 
This tool models road 
sections. The operator 
places a starting point on 
the road segment. The 
tool then models the road 
radiometry and evaluates 
the road width and direc- 
tion. Road sections are 
then predicted and com- 
pared to the imagery 
while maintaining limits 
on the rate of curvature 
and road material varia- 
tions. This process con- 
tinues until no further 
sections of road can be 
identified, or the boundary 
of the image is detected. 

Global Least Squares 
Matching for Feature 
Extraction 
Effective three-dimen- 
sional feature extraction 
requires accurate eleva- 
tion estimation. A fun- 
damental step to deriving 
image data is finding 
onjugate point pairs in 

stereo imagery that cor- 
respond to points in ob- 
ject space. The result of 
searching for conjugate 
pairs without constraints 
are unreliable. Global 
least squares matching 
can be used to introduce 
logical constraints on 
the data-for example, 
elevation changes are as- 
sumed to be gradual at 
most points in a scene 
(this is less true at the 
side of a cliff or an edge 
of a building]. The prob- 
lem of finding conjugate 
pairs can be represented 
mathematically as a se- 
ries of nonlinear simul- 
taneous equations. The 
equations are linearized 
by taking the first terms 
of the Taylor Series ex- 
pansion, and applying 
array algebra techniques 
that provide very high- 
speed solutions to the 
conjugate pair finding 
problem for elevation es- 
timation. 

After Global Least 
Square Matching has 
been applied to a stereo 
pair, the operator can en- 
ter seed points indicat- 
ing roof and non-roof ar- 
eas. The operator can 
then apply an algorithm 
that segments the image 
into roof and non-roof 
areas using pixel inten- 
sity and elevation. The 
corners of the rooftop 
blobs are estimated from 
the segmented image, 
and rooftop refinement 
tools are applied to as- 
sess the precise loca- 
tions of the vertices of 
the rooftop. 

Conclusions 
Populating feature data- 
bases from imagery is a 
labor-intensive, expen- 
sive process. By incor- 
porating better user in- 
terfaces, process im- 
provements, knowledge 
bases, and innovative 
image-understanding 
tools, industry and 
academia will continue 
to improve the feature 
database extraction pro- 
cess and speed the de- 
velopment of feature da- 
tabases. Manual tools 
and refinements of the 
results of automation 
will continue to be es- 
sential to capture opera- 
tor knowledge. Semi-au- 
tomated feature extrac- 
tion and automated 
image understanding 
tools (with post-editing 
and refinement) have al- 
ready dramatically re- 
duced feature extraction 
timelines, and make it 
possible for us to build 
the detailed, accurate 
feature databases that 
are essential to cartogra- 
phy, modeling, simula- 
tion, virtual world build- 
ing, mission planning, 
and mission rehearsal. 

Thus, the true promise 
of Softcopy Photogram- 
metry is the reduction of 
the photogrammetrist's 
time and fatigue during 
production. This pro- 
vides more time for the 
operator to oversee the 
entire production process. 
Automated Feature Ex- 
traction dramatically re- 
duces production times 
and, therefore, imagery- 
derived product costs. 
SAFE and Automated 
Feature Extraction (AFE) 
tools and algorithms are 
the technologies that 
promise to make soft- 
copy-derived products 
common and affordable 
industry items. 
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