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Abstract 
A digital elevation model (DEM) derived from SPOT satellite 
imagery i s  evaluated for accuracy in elevation and three of 
its derivative topographic surfaces: slope gradient, incidence 
value, and profile curvature. The raw DEM surface i s  ob- 
served to contain a systematic pattern of noise, and analysis 
of semivariance is  used to determine an appropriate window 
size for filtering. Field measurements of slope gradient, inci- 
dence value, and profile curvature are used to evaluate the 
accuracy of the derivative surfaces. Several processing op- 
tions are employed to maximize the correlation between the 
surface representations and the field data. For example, with 
slope gradient measurements the correlation between field 
and digital values increased from 0.40 using the raw DEM to 
0.78 with a custom-filtered DEM, and the standard deviation 
of differences decreased from 22.5' to 7.6'. The results em- 
phasize the caution that must  be used before using the digi- 
tal elevation model and its derivative topographic surfaces 
as estimates of the true landscape configuration. 

Introduction 
Digital elevation models (DEMS) and derivative topographic 
surfaces are commonly used as a source of topographic infor- 
mation alone (Pike, 1988), for landscape modeling (Moore et 
al., 1991), as data layers in a GIS (Wiebel and Heller, 1991), 
and as ancillary data in remote sensing image analysis 
(Franklin, 1991). In many cases, the accuracy of the DEM and 
the effect of errors on the application are unknown. Also, the 
effect of errors in local neighborhood elevations increases 
with each higher order derivative when common window 
methods of estimating topographic variables are used. As ac- 
curate sets of evaluation data are rare, especially for deriva- 
tive topographic surfaces, the user of a DEM should be aware 
that the digital value at a point may have little correlation 
with the landscape that is being modeled. 

Several authors have discussed the importance of evalu- 
ating a DEM (Carter, 1988; Li, 1988; Moore et al., 1991). 
Methods of recognizing and reducing or eliminating errors 
have been suggested, often based on criteria such as allow- 
able differences in elevation between adjacent points (e.g., 
Hannah, 1981) or anomalous values in a window (e.g., Feli- 
cisimo, 1994). Brown and Bara (1994) used semivariogram 
analysis to describe the pattern of systematic errors in uSGS 
7'/~-minute DEMs and to direct the choice of window size for 
a smoothing filter. 

Stereocorrelated DEMs are created from two complemen- 
tary images such as aerial photographs and, more recently, 
satellite images. Descriptions of algorithms and the variables 
affecting accuracy of DEMs produced from satellite images are 
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available elsewhere (for a list, see Sasowsky et al. (1992), p. 
815). Given the large areas covered by satellite images and 
the relative ease and speed of automated processing, it is 
hoped that these DEMs can be used as reliable sources of top- 
ographic data for the various applications listed above. 

Examples describing the evaluation of derivative topo- 
graphic surfaces from a DEM created by stereocorrelation of 
satellite images are uncommon. Sasowsky et al. (1992) used 
two reference DEMs to test the accuracy of slope gradient and 
aspect estimated with an elevation model derived from stere- 
oscopic 10-m resolution SPOT images. Digitized maps were 
used to create the reference DE:MS in that study, allowing a 
comparison for every point in the study area. For a DEM pro- 
duced from a 10-m SPOT stereopair resampled to 30-m pix- 
els, Bolstad and Stowe (1994) used sets of field measure- 
ments of elevation, slope gradilent, and aspect for evaluation. 
In both studies, the greatest slope gradient errors were ob- 
served to occur in steep areas where the accuracy of eleva- 
tion values was also poorest. 

In this study, a 20-m resolution grid DEM is generated 
from stereoscopic SPOT images and used to calculate deriva- 
tive topographic surfaces. The emphasis of this paper is 
placed on accuracy evaluation of the derivative measures, 
not on the DEM creation proce:;s. For completeness, the accu- 
racy of the elevation surface is, tested with topographic map 
data. For the derivative surfaces of slope gradient, incidence 
value, and profile curvature, field measurements are em- 
ployed in accuracy evaluation. Due to the presence of spa- 
tially autocorrelated noise in the raw DEM, various smoothing 
filters are investigated to increase the correlation between the 
digital surfaces and the field measurements. 

Study Area and Data Used 

Study Area 
The study area is called the Three Guardsmen Upland, lo- 
cated in southwest Yukon Territory (Figure 1). An area ap- 
proximately 2 1  km by 2 1  km was selected, characterized by 
moderate to high relief with an elevation range of 1300 m 
(Figure 2). Maximum relief is ,3pproximately 1100 m, and 
there are several steep cliff faces with slope gradients greater 
than 55". Vegetation is strongly affected by the elevation gra- 
dient, with dense forests at lower elevations changing to bare 
surfaces on the high mountain tops. 
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STUDY AREA 
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Figure 1. Location of the study area in southwest Yukon 
Territory. 

Satellite Images 
Stereo SPOT-HRV Multispectral Linear Array (MLA) images 
with a base-height ratio of 0.63 were obtained. The first im- 
age was acquired on 11 August 1989, with a view angle of 
-27.g0, a sun elevation of 42.6", and sun azimuth of 160.0". 
The second image was acquired on 2 1  July 1990 with a view 
angle of 6.0"; the sun elevation and azimuth were 48.9" and 
171.1°, respectively. 

Digital Elevation Model 
An automated DEM generation software package called HI- 
VIEW (Horler, Inc., 1993) is employed. Corresponding points 
in both images are required to determine the parallax from 
which the elevation can be estimated. The method of image 
correlation used in  HI-VIEW has been described in detail pre- 
viously (Giles et al., 1994). An area matching technique is 
used, with the user controlling the window size, and the cor- 
relation and variance minima required to accept a match. Be- 
cause it has the greatest contrast of the three available MLA 
image channels, the near-infrared band was selected for the 
matching algorithm. The planimetric resolution of the DEM is 
20 m; elevation values are recorded with a step size of 0.15 m. 

Methodology 

Evaluation (Map and Field) Data 
Elevation data used for evaluation were extracted from 1: 
50,000-scale National Topographic Survey maps. A total of 
122 points were selected randomly throughout the study 
area. Field measurements of topographic variables were 
made in support of a continuing program of geomorphologi- 
cal investigations using digital (elevation and satellite) data. 

Figure 2. Raw digital elevation model of the study area; 
lighter areas are higher in elevation. The elevation range 
represented is approximately 1300 m,  and the area of 
the DEM is 21 km by 21 km. North is towards the top of 
the frame. 

Slope and aspect were measured with an Abney level and a 
Brunton compass, respectively, at 79 sites. 

Profile curvature was measured at 45 locations identified 
as breaks in slope on the landscape. A series nine or eleven 
slope angle measurements centered around the break of 
slope was sufficient to reconstruct a profile. Profile spacing 
of 20 m was used to correspond to the matrix spacing of the 
DEM. The value of profile for the central point was found di- 
rectly by applying orthogonal polynomial regression to the 
data series. Orthogonal polynomial regression is a method of 
calculating the value of a derivative at the central point of a 
data series for a selected order of polynomial. An exact least- 
squares solution is given by using a unique set of convolut- 
ing integers for the given derivative, order of polynomial, 
and length of series (Steiner et al., 1972). Each convoluting 
integer is multiplied by the value at the corresponding point 
in the data series. These products are then summed and di- 
vided by the product of the length of the data series multi- 
plied by the interval spacing raised to the power of the de- 
rivative order. For these terrain profiles, a fourth-order 
polynomial was required to represent the terrain surface ac- 
curately. 

As noted by several other authors, apparent errors in the 
digital data could be due to errors in the collection of evalu- 
ation data, or in the positioning of sites in the digital matri- 
ces. Every effort was made to reduce these sources of error; 
it will be assumed here that the evaluation data are correct 
and any differences are due to errors in the digital data. 

DEM Semivariance Analysis 
The raw DEM contains a spatially autocorrelated pattern that 
appears as apparent pits and hummocks, as shown in Figure 
3. Experience in the field, and analysis of air photographs 
and maps, confirms that this pattern is not representative of 
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spatially autocorrelated noise. The area shown in this 
frame is 5 km by 4 km. 

the actual land surface. Therefore, semivariance analysis was 
used to investigate the error pattern and to determine the ap- 
propriate window size for filtering. Because elevation is not a 
stationary variable, the slope gradient surface was used as 
suggested by Craig (1980). 

The familiar equation for semivariance (y) was em- 
ployed: i.e., 

where h is the lag, n is the number of pairs of sample points 
separated by h, and S(x,) is slope at point x,. At 40 random 
locations, the semivariance was calculated in the four princi- 
pal matrix directions (horizontal, vertical, and two diagonals). 
The range of each semivariogram was determined individu- 
ally; an average range of 5'12 pixels was suggested for this 
DEM. Anisotropic behavior found by Brown and Bara (1994) 
was not observed in this case. 

Because the sign of slope gradient is ignored (Zevenber- 
gen and Thorne, 1987), the range corresponds to the spatial 
autocorrelation around both the "crests" (hummocks) and 
"troughs" (pits) on the surface. Therefore, to remove the 
error pattern, a window size of 11 was used to span one 
"wavelength". Methods of error correction that use only the 
immediate neighbors (3 by 3 window), such as those de- 
scribed by Hannah (1981) and Felicisimo (1994), are inap- 
propriate in this case because it cannot be assumed that the 
neighboring elevations are correct. 

Filtering 
A selection of filters was tested to smooth the DEM. Examina- 
tion of the elevation matrix showed that spot noise existed in 
addition to the larger error pattern, so a 3 by 3 median filter 
was first applied to the raw DEM. All subsequent filters used 
the 3 by 3 median filtered DEM as input. As suggested above, 
a window size of 11 by 11 was used for the subsequent fil- 
ters. These included a median filter, a mean filter, and a 
sigma filter which was specifically designed to smooth a sur- 
face while preserving edges (Lee, 1983). Several edge-pre- 
serving smoothing filters were evaluated by Abramson and 
Schowengerdt (1993), and the sigma filter performed the 
best. 

The sigma filter operates by first finding the standard de- 
viation of the values in the window. Then, only those values 

that lie within a specified number of standard deviations 
from the current (central) pixel value are included in finding 
the mean for the window. The range of acceptable values 
was set to t 2 standard deviations here. The sigma filter is 
less sensitive to large errors than the mean filter which aver- 
ages all values in the window. 

Both the median and sigma filters preserve step edges 
while smoothing. On a flat (non-inclined) surface, a step sep- 
arates two distinct groups of values. On an inclined surface, 
the hummocky error pattern described above could resemble 
steps and be preserved if a flat-lying plane is assumed. 
Therefore, modified versions of the median and sigma filters 
were implemented to adapt to the inclined landscape sur- 
face. The inclined plane for the current window was approx- 
imated by calculating the mean slopes in the vertical and 
horizontal grid directions. The reference elevation of this 
plane is arbitrary; here the center pixel was used as the refer- 
ence elevation. The elevation on the inclined plane for each 
pixel in the window was calculated as the respective vertical 
or horizontal mean slope multiplied by the vertical and hori- 
zontal grid distance from the central pixel. A matrix of dif- 
ferences for the current window was obtained by subtracting 
the original elevation values from the corresponding values 
on the inclined plane. The median and sigma calculations 
were then conducted on the window of difference values, 
and the result was added to the center pixel reference eleva- 
tion value, giving the filtered crlevation. These customized fil- 
ters will be referred to as the inclined median and inclined 
sigma filters, respectively. 

Topographic Variables 
Zevenbergen and Thorne's (1987) method of calculating top- 
ographic indices from a 3 by 3 window was used. Slope gra- 
dient, aspect, and profile curvature are estimated for the 
central pixel from the neighboring values. Because aspect is 
a circular variable, this derivative topographic surface was 
not evaluated directly, but as part of the equation for inci- 
dence value. Incidence value (i) varies with aspect and slope 
gradient and is a ratio of the amount of direct solar radiation 
received on a surface for instantaneous sun elevation and az- 
imuth conditions (Franklin, 1987). It is calculated using the 
following equation: 

where a is slope gradient, P is sun elevation, and 9 is the 
difference between aspect and solar azimuth. Incidence val- 
ues were calculated using field measurements and digital es- 
timates of slope and aspect. Sun conditions that were in 
effect during acquisition of the 1990 SPOT image were used 
for both the field and digital estimates of incidence value. 

A second method of calculating profile curvature - or- 
thogonal polynomial regression - was used to compare with 
the immediate neighbor (3 by 3 window) approach. As with 
the calculation of profile curvature from the field measure- 
ments, the DEM curvature was computed as the second deriva- 
tive of a fourth-order polynomial fitted to an 11-point series 
surrounding the central value. This method of calculation 
serves to smooth variation above the given order of poly- 
nomial. The calculation was performed in the four matrix di- 
rections for each point, and the curvature was taken as the 
maximum of the four values. 

Results 

Elevation 
Results of the elevation data accuracy assessment are given 
in Table 1. As with all of the comparisons, the difference is 
calculated as the digital value minus the comparison value. 
The raw DEM actually has more accurate values than any of 
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TABLE 1. SUMMARY OF RESULTS FOR DIFFERENCES BETWEEN DIGITAL ELEVATION ESTIMATES A N D  TOPOGRAPHIC MAP VALUES. 

Summary of Elevation Errors (Values in m) 

Tvpe of Processing Maximum Minimum Mean S.D. R.M.S.E. Correlation 

Raw 53.6 -81.6 
Median 3 X3 53.7 -81.6 
Median 11x11 54.9 -82.5 
Mean 11x11 59.1 -76.8 
Sigma 11x11 59.0 -76.8 
Inclined Median 11 X 11 59.3 -75.2 
Inclined Sigma 11 x 11 59.3 -76.1 

the filtered DEMS. A plot of the evaluation data and the raw 
DEM values is shown in Figure 4. The root-mean-square error 
(RMSE) of this DEM compares favorably with other stereocor- 
related DEMs reported in the literature (Styles, 1988; Brockle- 
bank and Tam, 1991). Most of the larger differences are 
located on steeper slopes, or near ridges or peaks that were 
rounded during the DEM creation process. HI-VIEW has an au- 
tomatic error detection algorithm for blunder removal which 
also tends to smooth out these sharp landscape features. 

Slope Gradient 
The results for slope gradient (Table 2) show a reduction in 
errors with filtering. There is a very poor relationship be- 
tween the raw DEM and the field measurements (see also Fig- 
ure 5a), but the correlation increases to a maximum of 0.78 
with the inclined median and inclined sigma filters. The neg- 
ative mean difference of the filtered DEMs indicates that these 
surfaces are oversmoothed. This is evident in Figure 5b, 
which shows that many of the values from the inclined 
sigma filtered DEM are reasonably accurate, but some of the 
steeper slopes are not estimated well. 

Incidence Value 
A pattern similar to the slope gradient results is obtained for 
the incidence value comparisons (Table 3).  Again, the mean, 
inclined median, and inclined sigma filters produce the low- 
est standard deviation of errors and the highest correlation 
values. The improvement in the estimates from the raw DEM 
to the inclined sigma DEM is seen in the scatterplots in Fig- 
ure 6. 

Profile Curvature 
For profile curvature, only the results for the raw DEM and 
the best of the filtered DEMS are reported because two meth- 
ods were used. Based on the previous results, the inclined 
sigma DEM was chosen as the best filtered DEM. Further 
smoothing before calculating profile curvature gave no im- 
provement, and the results are not reported here. 

Using the 3- by %window method produced poor results 
(Table 4a), showing the sensitivity of the calculation to errors 
in the neighboring values. Values extracted from the raw 
DEM are completely random (Figure 7a). Different results 
were obtained with the orthogonal polynomial regression 
method, which fits a smoothed polynomial function to the 
data. A moderate relationship is found when the regression 
method is applied to the inclined sigma DEM (Table 4b). The 
problem is, however, that smoothing the DEM causes esti- 
mates of profile curvature to be much smaller in magnitude 
than the comparison values (Figure 7b). 

Discussion 
The raw DEM generated from stereocorrelation of SPOT im- 
ages is inadequate to represent the surfaces of first- and 
higher-order derivatives. The elevation surface must be 
filtered to obtain more accurate estimates of slope gradient, 
incidence value, and profile curvature. Further improve- 

TABLE 2. SUMMARY OF RESULTS FOR DIFFERENCES BETWEEN DIGITAL SLOPE 
GRADIENT ESTIMATES A N D  FIELD MEASUREMENTS. 

Summary of Slope Gradient Errors (Values in degrees) 

Type of Processing Maximum Minimum Mean S.D. Correlation 

Raw 32.1 -39.4 0.0 12.5 0.40 
Median 3 X 3 28.0 -37.5 -0.9 11.7 0.47 
Median 11x11 20.5 -39.4 -2.3 10.4 0.58 
Mean 11x11 6.8 -31.6 -2.5 7.8 0.77 
Sigma 11x11 19.2 -31.1 -1.9 9.1 0.67 
Inclined Median 11x11 7.9 -28.3 -2.1 7.6 0.78 
Inclined Sigma 11x11 6.5 -31.1 -2.2 7.6 0.78 

TABLE 3. SUMMARY OF RESULTS FOR DIFFERENCES BETWEEN DIGITAL ~ N C ~ D E N C E  

VALUE ESTIMATES AND FIELD MEASUREMENTS. 

Summary of Incidence Value Errors [Values are dimensionless) 

Type of Processing Maximum Minimum Mean S.D. Correlation 

Raw 0.75 -0.59 0.03 0.21 0.53 
Median 3 X 3 0.74 -0.56 0.03 0.20 0.59 
Median 11x11 0.77 -0.46 0.02 0.17 0.71 
Mean 11x11 0.59 -0.23 0.02 0.12 0.87 
Sigma 11x11 0.65 -0.23 0.02 0.15 0.79 
Inclined Median 11x11 0.56 -0.25 0.01 0.12 0.87 
Inclined Sigma 11x11 0.56 -0.24 0.02 0.12 0.88 
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Figure 4. Scatterplot of elevation values extracted from 1: 
50,000-scale topographic maps against values extracted 
from the raw DEM. 



ments in the characterization of these derivative topographic 
surfaces at breaks in slope may be possible if a better edge- 
preserving, smoothing filter can be found. 

As the profile curvature results show, it is increasingly 
difficult to obtain accurate estimates from a DEM for higher- 
order derivative topographic surfaces. It should be noted that 
the field locations for measuring profile curvature were in- 
tentionally selected at breaks in slope, the parts of a land- 
scape that a smoothed DEM has the most trouble representing 
accurately. Further field work to measure profile curvature at 
random locations would be useful for more complete evalua- 
tion of this derived surface. Although the magnitude of the 
digital estimates of profile curvature are too small, it is en- 
couraging to note the presence of at least a moderate correla- 
tion in the relationship between filtered digital (inclined 
sigma) values and field measurements. 

Variations in the results can be seen with the different 
filters employed. For elevation, filtering the raw DEM had a 
slightly detrimental effect on the estimated values. Summa- 
rizing the differences in elevation values is a test of the abso- 
lute DEM accuracy, which appears to be controlled by the 
generation software alone. Filtering improves the relative 
DEM accuracy, or the relationship between neighboring val- 
ues, and this is observed in the measures that depend on a 
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Figure 6. Scatterplots of field measurements of incidence 
value against digital values $or (a) raw DEM and (b) in- 
clined sigma filter DEM. 
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TABLE 4. SUMMARY OF RESULTS FOR DIFFERENCES BETWEEN DIGITAL PROFILE 
CURVATURE ESTIMATES AND FIELD MEASUREMENTS. 

Summary of Profile Curvature Value Errors (Values are llm) 
a) Using a 3 x 3  processing window 

Maxi- 
T v ~ e  of Processing mum Minimum Mean S.D. Correlation 

w -  
3 25- 
a 
320- < 
6 15- - 
0 

Raw 0.038 -0.037 -0.0030 0.016 -0.07 
Inclined Sigma 11x11 0.016 -0.010 0.0003 0.006 0.47 
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(b) 
Figure 5. Scatterplots of field measurements of slope 
gradient against dlgltal values for (a) raw DEM and (b) in- 
clined sigma filter DEM. 

Maxi- 
Type of Processing mum Minimum Mean S.D. Correlation 

Raw 0.022 -0.016 0.0012 0.009 -0.07 
Inclined Sigma 11x11 0.017 -0.010 0.0006 0.006 0.70 

local window to calculate a variable. For slope gradient and 
incidence value, the mean, inclined median, and inclined 
sigma filters are best suited for this DEM. Although the regu- 
lar median and sigma filters ptxformed some smoothing, the 
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(b) 
Figure 7. Scatterplots of field measurements of profile 
curvature against digital values for (a) raw DEM, derived 
with the 3 by 3 window method; and (b) inclined sigma 
filter DEM, derived with the orthogonal polynomial regres- 
sion method. Note the reduction in range of horizontal 
and vertical scales compared to Figure 7a. 

poorer results suggest that steps resulting from the error pat- 
tern superimposed on inclined terrain were more likely to be 
preserved. 

Some parts of the landscape that are incorrectly modeled 
by the DEM cannot be improved with digital processing. As 
mentioned above, sharp ridges, peaks, and deep valleys are 
smoothed during creation of the DEM, and accurate recon- 
struction of these areas is not possible. For example, some of 
the larger slope gradient errors in  Figure 5 are caused by this 
problem - located near a ridge, the slope gradient is under- 
estimated even after filtering. 

problem, as stated above, is that in most cases accurate com- 
parison data for derivatives of elevation do not exist, and a 
digital product is used without knowing its accuracy. 

After the errors in  a raw DEM are characterized, an ap- 
propriate method of correction or filtering must be applied 
before derivatives are calculated. A mean filter and two custom 
filters that account for the surface inclination in the window 
produced the best results here. Further work is necessary to 
find a filter that will smooth the pit and hummock pattern in  
the DEM, while preserving sharp breaks in  slope. This would 
improve the representation of the landscape near breaks in 
slope that caused some steeper slopes to be underestimated 
and the estimated profile curvature values to be too small i n  
magnitude. 
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