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Abstract 
The image data collected by  Fuyo-1's sensors covering the 
visible and the short wave infrared (SWIR) are affected b y  se- 
vere noise problems. The important narrow SWIR channels 
show the worst defects. Artifacts originally introduced by  the 
satellite sensors (unprocessed Level 0 data) were exaggerated 
by  the Earth-rotation correction applied by  NASDA (Level 2 
data). Fourier analysis i s  used to characterize these artifacts 
in  the frequency domain. A scene-dependent Fourier opera- 
tor that is able to eliminate the major noise components i s  
described. This involves the construction of a binary mask 
derived from the difference between the Fourier spectra of 
two channels containing noise signals at similar frequencies 
and amplitude. This mask is  used to modulate frequency do- 
main images, so removing all noise components while pre- 
serving real image data with minimum loss and distortion in 
the spatial domain. Fuyo-1 brightness saturation problems 
can also be minimized by  applying a Gaussian contrast 
stretch to the Fourier spectra prior to image inversion. Based 
on our initial results using the recovery methods proposed 
here, we foresee an exciting new use for the thousands of 
seven-channel images already acquired by  Fuyo-1. 

Introduction 
The Japanese Earth Resources Satellite (JERS-I, now renamed 
Fuyo-1) was launched into a 568-km, sun-synchronous orbit 
(97.7" inclination) by the National Space Development Agency 
(NASDA) of Japan on 1 2  February 1992. The orbital and optical 
design of Fuyo-1 allows a revisit period of 44 days. Fuyo-1 
carries a synthetic-aperture radar (SAR) and an optical sensor 
(OPS) (anon., 1990; anon., 1991; Nishidai, 1993a; Nishidai, 
1993b). Descending overpasses are between 10:30 and 11:00 
AM local solar time. Images are acquired approximately one 
hour later than by Landsat-5, which causes a noticeable reduc- 
tion in the length of solar shadows from topographic features 
and the suppression of some spatial detail. 

The ops package has two optical-electronic subsystems 
covering visiblelnear-infrared (VNIR), and short-wave infrared 
(SWIR) wavelengths. Both of these use linear CCD arrays (4096 
elements) which act as pushbroom imaging devices. The 
SWIR array captures radiance from four wavebands in nadir 
mode (OPS 5: 1.60 to 1.71 pm, OPS 6: 2.01 to 2.12 pm, OPS 7: 
2.13 to 2.25 pm, and OPS 8: 2.27 to 2.40 pm), while the VNIR 
arrays have a nadir mode for the first three channels (OPS I: 
0.52 to 0.60 pm, OPS 2: 0.63 to 0.69 pm, and ops 3: 0.76 to 
0.86 pm) and a forward-pointing mode (15.33' from nadir) 
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for the very-near infrared channel (OPS 4: 0.76 to 0.86 pm) 
(Figure 1). OPS Channels 3 and 4 can therefore be used to ob- 
tain along-track stereoscopic coverage. The 32.2 prad instan- 
taneous field of view is expressed for each radiance signal as 
a 25.4-m (along-track) by 18.3-m (across-track) ground resolu- 
tion cell in the unprocessed Level-0 data. Level-2 preprocess- 
ing corrects OPS scenes for Earth rotation and resamples data 
to 18-m-square pixels in parallelogram-shaped scenes cover- 
ing approximately 75 by 75 km (4201 lines, 4680 samples, 
including border fill). Radiometric precision is at 6 bits (64 
radiance levels). 

The increased spatial resolution, along with the in- 
creased number of channels at shorter wavelengths, should 
mean that the Fuyo-1 ops radiometer is capable of producing 
the most geologically significant data available from any cur- 
rent satellite platforms (Yamaguchi, 1987; Yamaguchi, 1988; 
Yamaguchi et al., 1992, Nishidai, 1993a; Nishidai, 1993b). It 
was originally anticipated that the 6-bit ops radiometric pre- 
cision would cause some problems with image quality, be- 
cause of the narrow dynamic range. It is now apparent that 
the main problems have come from unexpected on-board 
electronic fluctuations and failures which have caused severe 
noise degradation of the image data. All reported images col- 
lected by the satellite (Nishidai, 1993a; Ono, 1993), including 
those analyzed during this research, are affected to varying 
degrees by several noise structures, with the SWIR channels 
containing the worst defects. The noise component intro- 
duced during image capture is severe enough to jeopardize 
the effective use of Fuyo-1 data in all applications. 

Geological Implications of Fuyo-1 Optical Data 
The 2.0- to 2.5-pm atmospheric window is of great impor- 
tance in geological remote sensing because it includes miner- 
alogically diagnostic absorption features. Sharp absorption 
features commonly found around the 2.2-pm (Figure 2) re- 
gion are characteristic of an additive combination of the Al- 
OH fundamental bend with the O H  fundamental stretch. 
Dioctahedral layer-silicates have such molecular combina- 
tions (Hunt, 1980). Differences in the O H  sites with the Al- 
OH fundamental produce intense absorption features that 
shift systematically between 2.16 and 2.23 pm (Hunt, 1980) 
and also vary in shape. For example, absorption features 
around 2.2 pm are sharp for pyrophyllite, broad for montrno- 
rillonite and muscovite, or multiple as in kaolinite and dickite 
(Hunt and Ashley, 1979; Hunt, 1981). Common absorption 
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Figure 1. Comparison of Landsat TM and Fuyo-I ops bandwidths. 

features found around 2.3 pm, with an absence of 2.2-pm ah- 
sorptions, are attributed to the presence of the OH- stretch 
plus the Mg-OH bend fundamentals, characteristic of the trioc- 
tahedral minerals and also Mg-bearing amphiboles (Hunt and 
Ashley, 1979). For example, epidote, chlorite, tremolite-actino- 
lite, talc, and serpentine have diagnostic multiple absorption 
features in and around the 2.3-pm region (Figure 2). Carhon- 
ate minerals also exhibit absorptions around 2.35 pm (Figure 
2), which are considered as overtones of one of the five fun- 
damental vibrations of the CO3- radical (Hunt and Salisbury, 
1970). These overtones and combination tones of the various 
C03- fundamentals produce additional absorption features at 
1.9, 2.0, and 2.15 pn. 

The Fuyo-1 S ~ I R  channels (OPS 6, 7, and 8) cover the at- 
mospheric window ranging from 2.0 to 2.40 pm (Figure 1). 
Landsat TM records just one broad channel from this part of 
the spectrum (TM 7; 2.08 to 2.35 ym), while Fuyo-1 records 
three narrow independent channels, which in total cover a 
slightly larger window than TM 7 (Figure 1). Fuyo-1's sensors 
can, therefore, potentially detect the wavelength shift of an 
absorption feature as it shifts from one channel to another, 
where the TM would be incapable of detecting any change. 
This capability means that many rock-forming minerals can 
be distinguished from their distinct spectral responses in 
these individual channels. It is, thus, vital to render the 
Fuyo-1 SwIR data free from noise, because of their potential 
use in geological mapping and mineral exploration. 

The objectives of this paper are (1) to provide a detailed 
characterization of Fuyo-1 OPS image defects in both raw 
Level-0 data, and in pre-processed Level-2 data that are being 
distributed by NASDA; (2) to discuss the limitations of known 
filtering techniques in minimizing Fuyo-1 OPS image defects; 
and (3) to develop a new frequency filtering technique which 
reduces Fuyo-1 noise and, optionally, brightness saturation ef- 
fects, with minimum loss and distortion of important spatial 
data. We show that, although severely corrupted, Fuyo-1 im- 
ages are not beyond recovery. We evaluated the noise content 
and the efficiency of this new recovery technique using sev- 
eral Fuyo-1 scenes from Libya, Eritrea, Oman, and Chile. 
Here, we use examples from Eritrea and Oman by way of il- 
lustration. 

Defects in Fuyo-1 ops Data 
Defects associated with Fuyo-1 OPS data have a very system- 
atic and specific nature. Some noise structures are related to 
real features in the scene, and distinction between the two in 
the spatial domain is difficult (Figures 3a, 3b, and 3c). As a 
result, convolution filters are unable to eliminate or selec- 
tively reduce unwanted noise artifacts while preserving im- 
portant image data. In the spatial domain, Principal Compo- 
nent Analysis (PCA) can be used to reduce noise, relying on 
the principle that noise structures are poorly correlated be- 
tween channels (Schowengerdt, 1983; Rothery and Hunt, 
1990). PCA transforms the data so that the noise component 
is cast into one or more of the high-order principal compo- 
nents. Using this technique on Fuyo-1 data confined some 
noise in the higher order PCS, but a significant amount of re- 
sidual noise was present in the low-order components, mak- 
ing the results of this method unsatisfactory. 

For these reasons, analysis of Fuyo-1 artifacts in the fre- 
quency domain and filtering using Fast Fourier Transforms 
(FFTS) is the most suitable technique to attempt image resto- 
ration. Details of the theoretical basis and applications of 
Fourier Transforms are discussed widely in image processing 
literature (e.g., Gonzalez and Wintz, 1977; Castleman, 1979; 
Schowengerdt, 1983; Niblack, 1986; Jain, 1989; Marion, 
1991). The ops image defects are described and analyzed be- 
low in terms of both their spatial and frequency domain fea- 
tures. 

Spatial Domain Features 
The following sections present major spatial domain artifacts 
observed in the unprocessed (Level-0) and Earth-rotation cor- 
rected (Level-2) data. 

Level-0 Data 
An example of unprocessed Level-0 Fuyo-1 OPS data, captured 
early in the satellite's history over Libya (Figure 3a), reveals a 
number of important defects in the raw data. Aside from the 
along- and across-track defects, which are common in all im- 
ages from pushbroom systems (caused by the slightly different 
responses of individual CCDS in the imaging array), fluctua- 
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ing columns, one sample wide, of either relatively high or 
low radiances (Figures 4a1 and 4aZ). These columns are of 
variable length, and the "polarity" seems to switch along the 
columns. Related to this problem is irregular along-track dis- 
array of signals from surface features which trend across- 
track, for example, drainage channels. These introduce a 
"blurring" into the images parallel to the satellite flight di- 
rection. This is similar in appearance to motion blur. This 
"image blur" is particularly obtrusive in Channels 6 and 7, 
but also affects Channels 5 and 8. According to Nishidai 
(1993a; 1993b), the "image-blur" defect is linked to the fail- 
ure of individual charge couple devices (CCDS) to respond to 
different ranges of radiance encountered at boundaries be- 
tween distinct features (i.e., it is associated with edges). The 
noise produced by this system defect is therefore scene de- 
pendent and, as we shall show, can only be dealt with using 
procedures derived from each affected scene, not by standard 
approaches. 

Level-2 Data 
Level-2 Fuyo-1 data is corrected by NASDA for Earth rotation, 
and for band misregistration. Removal of the noise compo- 
nent is not undertaken during this preprocessing. 

Our preliminary analysis shows larger registration errors 
between the WIR and SWIR channels than those reported by 
Shimada (1993) for Level-2 data. Being misregistered from 1 
up to 6 pixels in both along- and across-track directions, 
VNIR and SWIR Level-2 images still require some geometric 
rectification before being combined together as false color 
composites. 

The Earth rotation correction applied by NASDA exagger- 
ates the along-track noise seen in the Level-0 data. Its ap- 
pearance in Level-2 data is very distinct across all VNIR and 
SWIR channels. This is because the algorithm used for the 
Earth rotation correction dislocated the "blurring" into small 
fragments, turning the Level-0 vertically positioned defects 
(linked with even and odd detector failures) into broad diag- 
onal noise patterns in the Level-2 data at about 20" clockwise 

0 4  0 6  0 8  1 0  1 2  1 4  1 6  1 8  2 0  2 2  2 4  to the across-track direction. Figure 4bZ shows the detailed 
WAVELENGTH pm structure of these diagonal noise patterns. The diagonal strip- 

ing is a function of the original along-track striping and blur- 
Figure 2. OPS channels bandwidth and their relat~on to ring, and its obtrusiveness increases proportionally with the 
the absorption features of common rock and ore forming severity of the original defects in the raw image (Kazuya 
minerals (spectra extracted from Grove et a/. (1992)). Okada, pers. comm.). The horizontal noise which appears on 

the Level-0 data (in all VNIR and s ~ R  channels) has not been 
significantly affected by the algorithm. This noise has not 
been rotated, just translated in a horizontal direction (Figure 

tions in the system electronics and or instability of the power 4b1). Overall, Level-2 swIR (3mnnels 5 and 8 are less se- 
supply have introduced other serious noise structures (Ono, verely degraded by noise structures than are Channels 6 and 
1993; Shimada, 1993; Tanaka and Shimada, 1993). The 7. In all but one case, we found SWIR Channel 7 to be the 
Level-0 VNIR channels are relatively free of system defects, most severely affected by noise. 
with the exception of across-track striping and low dynamic 
ranges. This noise has a simple structure and is comprised of Frequency Domain Features 
irregular horizontal lines, visually similar to Landsat MSS Figures 5a and 5b show actual and schematic magnitude 
horizontal striping. This striping occurs to some degree in all plots, respectively, obtained from the Level-0 and Level-2 
VNIR channels regardless of gain setting, although at high OPS SWIR images pictured in Figures 3a and 3b. The FFT axes 
gain modes it seems to increase (Ono, 1993; Shimada, 1993). are the "wrong" way around when compared with conven- 

Level-0 SWIR data are plagued by systematic problems. tional expression (see Gonzalez and Wintz, 1977; Schowen- 
In the Libyan image provided by NASDA, the dynamic ranges gerdt, 1983, Hummer-Miller, 1990), but this is an arbitrary 
of all SWIR channels are as low as the VNIR channels, some- convention. With this arrangement, the process runs at maxi- 
times occupying less than ten radiance levels within the 6- mum speed. The Fourier Transform displays complex, 
bit range. The same is reported by Nishidai (1993b) over a though systematic, structures, which are difficult to explain 
great number of scenes and is admitted to be a result of im- without a detailed knowledge of the defects introduced dur- 
proper gain settings . Misregistration is also a problem, both ing image capture and the methods involved in preprocess- 
between individual ~ W I R  channels and between the SWIR and ing. The broad clusters in the magnitude plot represent real 
VNIR channels. The across-track striping in the SWIR channels scene attributes in the original image. In this case, the clus- 
is similar to that found in the VNIR channels; Channel 8 usu- ters composing the region around the zero relative frequency 
ally being the worst (see Figure 4a1). The along-track striping point (center of plots in Figures 5a1, 5aZ, 5b1, and 5bZ) can be 
has a complex structure, being made up of vertical alternat- taken to represent the majority of the spatial frequency distri- 



Figure 3. Examples of Fuyo-1 ops data (1024 by 
1024 sub-scenes). (a) Level-0 Channel8 data of 
northern Libya. (b) Level-2 Channel8 data of 
northern Eritrea. (c) Level-2 Channel8 data of the 
Maqsad region, Oman. Each shows noise result- 
ing from across- and along-track defects (a simple 
texture filter was applied to all images to picture 
the noise more distinctively). The various noise 
structures are discussed in the text and illus- 
trated in more detail by Figure 4. 

bution resulting from real topographic and geological fea- 
tures in the image. The shape and width of this region indi- 
cates an almost random range of directional attributes and 
sizes of the real image features. Conversely, the noise compo- 
nents of these plots show a striking degree of order. 

The magnitude plots of Level-0 images (Figures 5a1 and 
5aZ) exhibit sets of horizontal and vertical spots aligned 
through the origin. Spots along the horizontal lines A-A', A,- 
A,', and A,-A,' (other, more faint, spots are also present) sig- 
nify the major horizontal defects in the original image (i.e., 
the across-track horizontal striping). The consistent periodic- 
ity of this noise in the spatial domain is expressed as a series 
of well-defined spikes in the magnitude plots, representing 
energy concentrations at isolated spatial frequencies. These 
spikes comprise bright spots with varying intensities (varia- 
ble amplitude) from low to high frequencies. In Level-% mag- 
nitude images (Figures 5b1 and 5b2), horizontal noise is simi- 
lar to that of the Level-0 data (C-C', C,-C,', C2-C,'). 

The vertically aligned spikes in Figures 5a1 and 5aZ (line 
B-B') express the along-track, vertical blurring in Level-0 im- 
ages. In the frequency domain, the structure of this noise ap- 
pears similar to the horizontal striping but differs as regards 
the nature of the spikes. These spikes are, in detail, star-like 
clusters on the magnitude plots and not individual spots as 
with the horizontal noise. The star-like clusters are not single 

frequency bursts, but have broad "skirts," which contain in- 
formation about artificial interference patterns in the image 
itself (Figure 4a2). This property is clearly visible on the orig- 
inal magnitude plots of the SWIR channels, where the broader 
clusters are observed at high frequencies. In addition to this, 
the noise varies from very high frequencies to very low fre- 
quencies. This often makes noise nearly indistinguishable 
from the real image data even in the magnitude plot and 
therefore practically impossible to remove by convolution fil- 
ters in the spatial domain. 

The FFTs for Level-:! images (Figures 5b1 and 5bZ) also 
show a much more complex structure for along-track noise 
due to the Earth rotation correction pre-processing. Here, 
Level-0 noise structures have been rotated out of vertical ori- 
entation (line D-D'), and the star-like clusters indicating the 
location of the noise have been enlarged. The pre-processing 
has also created a less prominent twin set of sub-vertically 
aligned high frequency clusters (e.g. line E-E' and F-F'), 
which are parallel to the main line (D-D'). These two lines do 
not cross the origin and are a peculiar feature seen in the 
magnitude plots extracted from Level-2 S ~ I R  channels only. 
They probably correspond to aliased noise components. The 
change in the defect's directionality in Level-2 data can be 
understood in the light of the rotation property of the Fourier 
Transform (Gonzalez and Wintz, 1977). 
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Figure 4. Noise features observed in Level-0 and Level-2 SWIR data in the 
spatial domain. (a) Shows noise in Level-0 data (see Figure 3a) diagram- 
matically (a1 and a2 show enlargements of the actual noise due to across- 
and along-track defects). (b) Shows how the Earth-rotation correction modi- 
fies the appearance of noise in Level-2 data (see Figure 3b) (bl and b2 
show enlargements of the Level-2 noise components). 

Despite the apparently bewildering variety o f  systematic in the Level-0 data and the preprocessing algorithms involved 
features seen in the magnitude plots of the Level 2 data, they in Earth rotatioil correction. We shall now look at methods 
probably all have quite simple origins related directly to pri- which can be applied to isolate and remove the majority of 
mary sensor failures. Many have resulted horn the generation these noise structures f'om Level-2 data. thereby rendering the 
of artifacts by "interference" between thr: original OIIS defects data rrlore usefill in various applications. 
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lmage Restoration and Noise Removal 
Matsunaga et al. (1993 and pers. comm.) developed a 
method to reduce the perceived blurring effects in the ops 
SWIR data by modeling the CCDS response delays. Although 
the technique allows noise to be suppressed to some extent, 
the restored images show remaining artifacts and poor qual- 
ity. We tried traditional methods of dealing with noise re- 
duction using convolution filters (C.R. de Souza Filho, un- 
published data), including the ones proposed by Crippen et 
al. (1994 and pers. comm.) for the Fuyo-1 data, all with un- 
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satisfactory results. Experiments exploiting the potential of 
Fourier Transform functions to isolate noise have proved 
more successful. 

- 

Conventional Fourier Operators 
Noise filtering in the frequency domain involves designing 
masks that remove aberrant features from the Fast Fourier 
Transform (FFT), and then applying the Inverse Fourier 
Transform (IFT) to recreate the restored image in the spatial 
domain. 
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Flgure 5. Magnitude plots of Level-0 (a) and Level-2 (b) nolsecorrupted Fuyo-1 Im- 
age data (Figure 3a and 3b) as Images (a1, bl) and explanatory sketches (a2, b2). 
Note that there IS no distinction between the grey levels representing the noise 
signal (star-Ilke clusters) from those representing the Image slgnal at and around 
the zerefrequency point. (c) Schematic dlagram of conventional Fourier Alters. 



Notch Filters 
The simplest frequency domain filter multiplies the FFT by a 
zero-weighted mask, whose shape exactly fits or totally en- 
compasses the aberrant feature. This is a "notch filter" 
(Gonzalez and Wintz, 1977). All other values of the trans- 
form outside the mask are multiplied by one (i.e., a binary 
mask). If the interference pattern representing the spatial 
noise structures has a periodic nature, producing bursts of 
concentrated energy along the FFT axes, and if these bursts 
are at a sufficient distance from the image origin (i.e., at rela- 
tively high frequencies), they can be removed selectively by 
simply applying a notch filter. The across-track horizontal 
noise described before displays most of these characteristics, 
and can be eliminated completely using such a simple filter 
without causing the loss of important image information. The 
main drawback of this method is that an incorrect filtering is 
likely to add more noise to the image. The size and shape of 
the notch filter must be carefully designed to avoid the intro- 
duction of spurious patterns, such as ringing. This requires 
determining over how large a neighborhood the mask should 
be applied. Because it can be implemented easily, the use of 
notch filters should be strongly considered for those willing 
to work with Fuyo-1 VNIR channels, which are mostly af- 
fected by horizontal mid- to high-frequency noise. Figure 5c 
graphically shows how this sort of notch filter would be ap- 
plied in the frequency domain. 

For complex noise structures like those represented by 
the along-track striping, the use of notch filters may remove 
too much of the real image information. It is also necessary 
to remember that the star-like components related to this 
noise have broad skirts, containing information about the in- 
terference pattern, which are difficult to separate from the 
normal image background. Because several bursts are pres- 
ent, designing traditional notch filters can be tedious and 
non-effective, unless the filter parameters could be chosen 
with extreme accuracy. 

Elliptically Symmetrical Fourier Filters 
Another approach is to combine the Fourier Transform mul- 
tiplicatively with a circular or elliptical filter that is symmet- 
rical about the zero frequency point. The weighting of such 
filters varies from one at the origin to zero at high frequen- 
cies, according to some predetermined function. These filters 
therefore progressively mute or remove artifacts at high fre- 
quencies. Real image information dominates the spectrum at 
the low frequencies, and usually fades with increasing fre- 
quency faster than the noise component, which tends to 
dominate high frequencies. This gradient filter therefore al- 
lows the removal or attenuation of the noise at the higher 
frequencies. Our tests of various filters of this kind showed 
that Elliptically Symmetrical Fourier Filters (ESFF) with a 
Gaussian-shaped intensity profile are successful at recovering 
some images affected by the along-track noise structures. 
These ESFFs work like low-pass filters, suppressing noise by 
eliminating high frequencies while preserving low frequen- 
cies, which represent most of the real image data. Figure 5c 
shows a graphical representation of such a filter. The use of 
a Gaussian intensity profile along with the filter provides a 
sharp frequency cut-off without producing ringing, a fact at- 
tributed to the filter's smooth transition between low and 
high frequencies. If an elliptical filter with an appropriate 
size and geometry is chosen, horizontal noise situated at ex- 
treme high frequencies (i.e., Figure 5b2, line C,-C,') can also 
be eliminated, avoiding the extensive use of notch filters. 

Discussion 
The use of both notch and elliptical filters, as described 
above, can solve all noise problems in the VNIR channels and 
in SWIR Channel 5. This is because the noise that is within 

these channels does not coincide with the range of frequen- 
cies representing the majority of the image data. There are 
situations, however, when important noise components fall 
within the frequency range of data representing the real 
scene. In other words, the noise energy is mixed with the 
image energy at the low frequency end of the range. This 
typically occurs in SWLR Channels 6, 7, and 8, which are se- 
verely affected by all sets of interference patterns. Experi- 
ments over these images using very small elliptical filters 
show that noise can be reduced, but at the expense of high- 
frequency real-image information. This causes the inverted 
FFT image to look blurred and devoid of useful textural and 
edge information. Besides, the noise structures are different 
for each individual SwIR channel and each scene, so a great 
deal of work is required to design specific filters for each. 
Because of the Fuyo-1 noise characteristics, the approaches 
that Rose (1989) and Hummer-Miller (1990) used to remove 
the noise in AVIRIS and TIMS images, respectively, caused by 
a few discrete sinusoidal harmonics at frequencies where 
there is little image signal energy, are not suitable for Fuyo-1 
processing. 

Vaguely similar noise structures to the ones shown by 
Fuyo-1 data can be found in AVHRR Channel-3 data. In this 
case, Wiener filtering techniques seem able to reduce noise 
with minimum image distortion (Simpson and Yhann, 1994). 
Although successful, there are several drawbacks on develop- 
ing such filters. Among them, (1) they are computationally 
difficult to implement, (2) they require estimates of the mag- 
nitude of the noisy channel and the energy spectrum of the 
noise, and (3) sometimes there are a number of complex as- 
sumptions (Full and Epler, 1993). 

Zonal Notch Filter 
A pair of channels with highly correlated noise structures (at 
similar frequencies), but with poorly correlated scene infor- 
mation, should provide the means to isolate the systematic 
defects present in any multichannel data. It follows from this 
that a very accurate filter, which is scene dependent, can be 
derived from the difference between these two channels in 
the frequency domain. From this hypothesis we develop a 
new method to restore Fuyo-1 images using Fourier opera- 
tors, as we show that the above condition can usually be sat- 
isfied by at least two of the Fuyo-1 channels. 

The choice of a pair of channels covering the specifica- 
tions mentioned above strongly depends upon the individual 
scene information. However, some general rules can be ad- 
dressed. It is demonstrable that the spectral information pres- 
ent in Channel -1, -2, -3, and -5 data is variable, but is distinct 
from that contained in Channels 6, 7, and 8 (as per Figure 2). 
This means that scene information between these sets is likely 
to be poorly correlated. We have previously observed that the 
noise components are much more obtrusive in Channels 6, 7, 
and 8 than in any of the other channels. The VNIR channels 
are the least corrupted. Channel 5 is the least affected by addi- 
tive noise within the SWIR set, but always contains it. Channel 
5, consequently, will always rank as a potential candidate to 
be combined with any of the other individual S m  channels 
for the frequency filtering operation. 

Assuming, by way of an illustration, that Channel 5 and 
Channel 8 fulfill the prime conditions stated before, the next 
step involves transforming both channels to the Fourier do- 
main and extracting their magnitude components. Because 
many image frequency spectra decrease rather rapidly as a 
function of increasing frequency, their high frequency t e r n  
have a tendency to become obscured when displayed in im- 
age form (Gonzalez and Wintz, 1977). We applied a contrast 
stretch to the magnitude plots to bring out this low-level in- 
formation, which, if shown simply as a standard Fourier 
spectrum, is beyond the dynamic range of the display sys- 
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Figure 6. (a) Difference magnitude image (DMI),  resulting 
from subtracting the magnitude plots of Channels 5 and 
8, showing noise (dark) and image components (bright) 
concentrated at distinct D N  values (dark pixels represent 
"negative" difference and bright pixels represent "posi- 
tive" difference). (b) Zonal Notch Filter (zNF) derived from 
this DM1 (in this picture, all of the values representing the 
estimated noise were mapped to 255 DN and the rest of 
the image to zero, for greater clarity). 

tem. The visual result of such contrast stretch is similar to 
that of applying the traditional logarithmic re-scaling to the 
Fourier spectrum (Gonzalez and Wintz, 1977), but has the 
advantage of being a quicker procedure. 

Considering that in both magnitude images (1) the same 
Gaussian-stretch parameters are applied, (2) the Cartesian po- 
sition of the worst defects (spots and spikes) approximately 
coincide, and (3) there is a reasonable difference between the 
scene information, then the majority of the noise components 
should be detected and isolated by subtracting the magnitude 
plot of the channel that shows the noise structures most pre- 
dominantly from the other. Figure 6a shows the magnitude 
plot resulting from the difference between Channel 8 (Figure 
5b1) and Channel 5. It is evident from Figure 5b1 that there is 
no apparent separability between the grey levels representing 
the periodic noise structures from those representing the rest 
of the image data (e.g., the DN values for the center of the 
spikes have values close to those at and around the zero fre- 
quency point). The difference between the magnitude images 
(DM) (Figure 6a), however, shows all the noise components 
concentrated at low DN values (dark pixels), while the pixels 

comprising the rest of the image signal remain at much higher 
DN levels (brighter pixels). The resulting DM1 itself, although 
distinguishing the noise, would be difficult to interpret if 
transformed back to the spatial domain. However, it can be 
used as a basis for creating an effective scene-dependent fil- 
ter. Such a filter can be produced, first, by re-scaling the DMI, 
produced by the above procedure, to form a byte image. A 
threshold value is estimated which separates the noise com- 
ponent of the image from that of the real image component 
more precisely. This threshold is best found using an interac- 
tive pseudo-coloring routine to highlight the values repre- 
senting noise. Once a threshold value which represents the 
break point between the noise and the real image compo- 
nents is found, a simple linear mapping function can be ap- 
plied. This function is used to map to zero all of the values 
in the DM1 representing noise, and to map all of the real im- 
age data to one, thereby creating a binary mask. Figure 6b il- 
lustrates a binary mask created by this procedure (the DN 
values for noise and image signals were mapped to 255 and 0, 
respectively, for greater clarity). Such a mask can be termed a 
"Zonal Notch Filter" (m). Note that all noise components are 
isolated in the process, including some other minor noise rep- 
resented by small bright spots away from the main "noise 
axes." Figure 7 outlines the processing steps involved in creat- 
ing the ZNF. 

Once a ZNF has been created, it is combined multiplica- 
tively with each channel's FFT. This removes the unwanted 
noise component of the original image, as this is mapped to 
zero in the frequency domain. Figure 8 shows the processing 
steps for using this filter to remove noise from an original in- 
put image. ZWs will remove all noise components intro- 
duced by both the optical sensor failures and those caused 
by the pre-processing algorithms, without removing too 
much of the image information, providing that a suitable 
break point is chosen. Because the ZNF is a bit image, and 
because the spatial frequency of the noise is unaffected by 
stretched or unstretched magnitude plots, the multiplication 
of a ZNF to either produces identical results as regards noise 
reduction after the images are transformed back to the spatial 
domain. However, the use of Gaussian-stretched magnitude 
brings some special effects to the scene in the spatial domain 
which can be exploited to minimize another problem within 
Fuyo-1 data, as we shall see in the following section. 

Brightness Saturation 
Brightness saturation is another problem within Fuyo-1 im- 
agery. The quantization of ops data to only six bits (64 radi- 

Gaussian 
Stretch 

Gaussian 
Mag 1 

Figure 7. Flow diagram for producing a Zonal Notch Filter from two input channels. 
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ance levels) means that even scenes containing large differ- 
ences in luminance and reflectance are recorded as small 
dynamic ranges of DN. Consequently, details of the image in 
dark and particularly in very bright regions are not fully rep- 
resented, as they are usually cut off or saturated (Figure 9). 
One means to solve such a problem is to use the illurnination- 
reflectance model (see details in Gonzalez and Wintz, 1977) as 
a basis for a frequency-domain contrast-modifying procedure. 
Bearing in mind that the illumination component of an image 
is characterized by gradual spatial variations, but conversely, 
the reflectance component tends to vary abruptly at junctions 
of distinct scene attributes, we can assume that they respec- 
tively are largely represented by low and high frequencies in 
the Fourier domain. If this is correct, large patches of bright 
and dark areas in the scene will appear as low frequencies in 
the magnitude component of the FFT. In this case, brightness 
saturation and large-scale shading within an OPS channel can 
be reduced if the variance of intensities can be equalized by 
means of a non-linear transformation. This can be achieved by 
re-distributing the intensity values in the Fourier spectrum 
into a Gaussian distribution, or, in other words, by simply ap- 
plying a Gaussian contrast stretch to the spectrum. Because 
the phase component of the FFT is not affected by this con- 
trast stretch, the angles used to code noise directions are pre- 
served. The result of combining the original phase angle 
image with the stretched magnitude image yields a non-satu- 
rated image in the spatial domain. 

Images reconstructed by this method show balanced lumi- 
nance gradients and more uniform display of local details 
(compare Figures 3b and 9 with Figure 10 and Figure 3c with 
Figure ll), with histograms fitting a Gaussian shape. Because 
the original images tend to show roughly a Gaussian distribu- 
tion of DN levels, this method does not cause any significant 
change to the geometry of the histograms, just a shortening or 
broadening of them depending on the standard deviation 
used. However, it must be emphasized that, for those pictures 
whose initial histograms are bi-modal, with crucial informa- 
tion contained in the smaller peak, histogram flattening will 
probably destroy visual perceptibility of the image. This sim- 
ple approach may not have the mathematical sophistication of 
some techniques with similar aims, such as homomorphic fil- 
tering (Gonzalez and Wintz, 1977), unsharp masking (Pratt, 
1978; Andrews and Hunt 1977), adaptive filtering and histo- 
gram equalization (Peli and Lim, 1982; Pizer et al., 1987), 
local mean and variance (Lee, 1980), balance contrast en- 
hancement (Guo, 1991), and other histogram transformations 
(Humrnel, 1977), but our experimental results indicate it to be 
a highly effective and elegant tool to simultaneously enhance 
features in dark or brightly saturated areas of an image, using 
a minimum of computing time. 

Figure 9. Brightness saturation on original Level-2 
ops Channel 8. Simultaneous observation of gee  
logical details in both dark or brightly saturated ar- 
eas is impossible. 

This method can also be performed to produce better 
false color composites. Soha and Schwartz (1978) demon- 
strated that band triplets exhibiting low inter-band correla- 
tion contain more multispectral information and a wider 
color variation after appropriate enhancement. However, 
band triplets with proper contrast and low inter-band corre- 
lation may produce poor color composites (due to color bias) 
if the average brightness of one band is significantly higher 
or lower than those of the other two bands (Guo, 1991). If 
the histograms of the three channels can be balanced in such 
a way that they share the same value range and average 
brightness, more colorful composites can be obtained (Guo, 
1991). The Balance Contrast Enhancement Technique (BCET) 
(Guo, 1991) proved to be successful in achieving this, being 
effective in scenes showing both bi-modal and uni-modal 
histograms. In the same way, the technique used here to 
equalize frequencies in the Fourier domain can be performed 
to yield channels with the same mean and value range by 
setting the spatial frequency distribution of all of the chan- 
nels to a common Gaussian shape. Fuyo-1 false color com- 
posites obtained by this method and finely "tuned" using a 
simple linear stretch contain a large variation of hue within 

optional 

Plot 1 Plot 2 

L+ Phase ,+ 

Figure 8. Flow diagram of the steps required for a complete restoration (noise removal 
and brightness equalization) of a single input channel. 
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Figure 10. Restored Level-2 Fuyo-1 SWIR o p s  Chan- 
nel 8. Compare with Figure 3b and 9. 

intensity and saturation changes. This procedure can be per- 
formed as a part of the noise removal technique as illustrated 
in Figure 8. 

Results 
Figures 10 and 11 are the combined results of applying a ZNF 
and the low-i?equency equalization technique to the highly 
corrupted Level-2 OPS images of Channels 8 (Eritrea) and 6 
(Oman). The original images (Figures 3b and 3c) contain large 
amounts of both horizontal and sub-vertical noise structures 
in the spatial domain (Figure 4b), which represent a variety of 
complex interference patterns in the hequency domain (Figure 
5b). Applying both of these techniques together has removed 
all of these interference patterns as well as the brightness satu- 
ration, and has yielded images showing a significant improve- 
ment in quality. All OPS channels filtered by these methods 
exhibit similar improvements, although achievements over 
s m  Channels 6 and 7 may vary according to scene informa- 
tion and original data quality. 

Occasionally, problems can arise when trying to remove 
the noise component of an image which contains strong real 
linear features (such as topographic ridges due to bedding or 
deformation fabrics) parallel to the direction of the along-track 
striping. If such features occur, it may be difficult to distin- 
guish the noise component from the genuine image compo- 
nent in the frequency domain. In such situations, great care 
has to be taken when determining the threshold value for the 
ZNF to ensure that important image data is not mistaken as a 
part of the noise component. If this situation arises, it is best 
to choose a threshold value which is biased towards leaving a 
little of the noise component, but does not remove much of 
the image component. 

Images restored by any of the methods described in this 
paper, despite their good image quality and usefulness in 
many geological applications, are not recommended for use 
in quantitative measures of reflectance. The reasons for that 
vary from technique to technique and with the extent to 
which they are applied. Although the raw image hues can be 
well preserved in the whole process, relative brightness com- 
ponents can be modified, compromising any quantitative us- 
age. In cases where quantitative analysis is crucial, it should 
precede "clean-up" filtering. The same applies for segmenta- 
tion, enhancement, and classification procedures. For exam- 
ple, techniques such as principal component analysis (PCA), 

decorrelation-stretch, ratio, and intensity-saturation-hue (ISH) 
transformation work better if clean-up filtering is performed 
on the final enhancedlclassified images. The noise, which is 
greatly emphasized by these methods, is just as effectively 
removed post hoc. 

Care is also needed when performing the brightness sat- 
uration minimization procedure (which can be used as part 
of the ZNF method). Although it successfully reduces the 
large patches of saturated areas in the image by equalizing 
low spatial frequencies, the operation may "wash out" im- 
portant spectral and tonal differences within these patches. 
The brightness correction also reduces total image variance. 
That is simply because there is a decrease in image satura- 
tion at the expense of illumination, the component responsi- 
ble for the overall dynamic range of the scene. Despite these 
problems, there are situations when brightness saturation can 
completely avoid the observation of very bright and very 
dark areas in Fuyo-1 scenes at the same time, so that it must 
be corrected. In these cases, the best way to avoid arbitrary 
"loss" of information is to inspect the tonal and spectral dif- 
ferences in the image prior to restoration. 

Conclusions 
By comparing Figures 3b and 3c to Figures 10 and 11, the 
benefits of the Zonal Notch Filter described here are evident. 
This technique, which is simple to implement and efficient, 
transforms noise-corrupted Fuyo-1 images (Level-0 or Level- 
2) into useful images containing a minimum of noise struc- 
tures and with increased dynamic ranges. Color composites 
of OPS channels filtered by this technique contain a wealth of 
spectral information as originally anticipated by the system 
design team. In comparative studies between cleaned Fuyo-1 
composites and Landsat Thematic Mapper (TM) composites, 
Fuyo-1 data have already shown that, despite the initial 
quality of the Level-2 data, very useful and meaningful geo- 
logical information can be extracted which is not apparent 
on TM images (de Souza Filho and Drury, 1994; Denniss et 
a]., 1994). 

Whereas a ZNF significantly suppresses the noise in the 
sWIR data, it does not totally eliminate the noise. This is true 
for all filtering methods in which the noise and signal over- 
lap in the spatial and spectral domains (Simpson and Yhann, 
1994). In these cases, the noise cannot be totally removed 

Figure 11. Restored Level-2 Fuyo-I SWIR OPS Chan- 
nel 6. Compare with Figure 3c. 
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without  a complete description of the  noise or signal. T h e  
best that  can  b e  achieved is  that the  residual noise is  re- 
duced  as  m u c h  as  possible wi th  a s  little as  possible image 
distortion introduced. 

T h e  Fuyo-1 SWIR radiometer ceased operation in Decem- 
ber  1993 d u e  t o  severe malfunction i n  t h e  cooling system. 
Since March 1994 just the  VNIR radiometer h a s  been operat- 
ing. However, about 40,000 scenes comprising all  seven 
Fuyo-1 OPS channels were collected throughout the  world 
a n d  are  presently available from NASDA's archives. Some 
66,000 scenes (about 31,000 with less than  30 percent c loud 
coverage) were acquired u p  to October 1994. We enthusiasti- 
cally foresee that  these scenes can  n o w  achieve some of their 
un ique  potential, particularly in geological applications, if 
the  methodologies presented and introduced in this paper  
are applied. 
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