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Abstract 
The ability to analyze and quantify morphology of the sur- 
face of the Earth in terms of landform characteristics i s  es- 
sential for understanding of the physical, chemical, and 
biological processes that occur within the landscape. How- 
ever, because of the complexity of taxonomic schema for 
landforms which include their provenance, composition, and 
function, these features are difficult to map and quantify us- 
ing automated methods. The author suggests geographic in- 
formation systems (GIS) based methods for mapping and 
classification of the landscape suqface into what can be un- 
derstood as fourth-order-of-relief features and include convex 
areas and their crests, concave areas and their troughs, open 
concavities and enclosed basins, and horizontal and sloping 
flats. The features can then be analyzed statistically, aggre- 
gated into higher-order-of-relief forms, and correlated with 
other aspects of the environment to aid fuller classification 
of landforms. 

Introduction 
The ability to analyze and quantify morphology of the sur- 
face of the Earth is essential for understanding the physical, 
chemical, and biological processes that occur within the 
landscape. The shape of terrain influences flow of surface 
water, transport of sediment and pollutants, climate both on 
local and regional scales, nature and distribution of habitats 
for plant and animal species, and migration patterns of many 
animal species. It is also an expression of geologic and 
weathering processes that have contributed to its formation. 
Knowledge of terrain morphology also is essential for any 
engineering or land-management endeavors that affect or dis- 
turb the surface of the land. 

The primary science that deals with understanding, de- 
scription, and mapping of the shape of terrain is geomor- 
phology, defined in the Random House Webster's Dictionary 
as the study of the characteristics, origin, and development 
of the form or surface features of the Earth, i.e., landforms. 
Landforms are defined as specific geomorphic features on the 
surface of the Earth, ranging from large-scale features such as 
plains and mountain ranges to minor features such as indi- 
vidual hills and valleys. Geomorphology encompasses a 
spectrum of approaches to the study of landforms within two 
major interrelated conceptual frameworks: functional and 
historical. The functional approach tries to explain the exis- 
tence of a landform in terms of the circumstances which sur- 
round it and allow it to be produced, sustained, or trans- 
formed such that the landform functions in a manner which 
reflects these circumstances, while the historical approach 
tries to explain the existing landform assemblage as a mix- 
ture of effects resulting from the vicissitudes through which 
it has passed (Chorley et al., 1985). Taxonomic schemes for 
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landforms therefore often include the way they were formed, 
their composition, and the environment in which they were 
formed. 

The ability to map landforms is an important aspect of 
any environmental or resource analysis and modeling effort. 
Traditionally, mapping of the aspects of the environment has 
been accomplished through in situ surveys. The advent of 
aerial photography and satellite remote sensing have made 
surveys of large areas easier to accomplish, although this 
technology still requires in situ verification and ground-tru- 
thing. While remote sensing technology can provide tremen- 
dous amounts of information about the surface of the Earth, it 
is incapable of providing all of the data needed. The most 
complete approach to mapping the distribution of various en- 
vironmental parameters requires an integrated approach that 
relies on remote sensing and geographically referenced field 
survey data, whether in cartographic or tabular format. By 
combining mapped data hom various sources, it is often pos- 
sible to make informed guesses about those characteristics of 
the environment that remain hidden to satellite sensors or aer- 
ial cameras. For example, through correlation of mapped in- 
formation on vegetation types with data on local climate, 
topography, hydrology, geology, and general distribution of 
soils and through application of the knowledge of surface pro- 
cesses that relate to soil formation, detachment, and transport, 
it is possible to make relatively accurate predictions regarding 
distribution of different types of soils, something not currently 
possible using remote sensing data alone. 

Traditionally, these types of studies have been performed 
using a manual overlay process that relies on maps hand-drawn 
on transparent velum. Currently, geographic information sys- 
tems (GIS) permit integration of geographic data using comput- 
ers. Surveyed information is entered into a GIs and presenred in 
digital format, where it can be combined with remote sensing 
images to generate new maps using various automated spatial 
data processing algorithms. The knowledge-based process that 
combines existing geographic data to generate new information 
is generally known as cartographic modeling. The component 
maps that show the geographic distribution of a single environ- 
mental parameter or a single category of parameters are known 
as geographic themes. 

When a theme represents a category of information that 
consists of many data elements, it is possible to generate 
new maps from a single geographic theme by selectively dis- 
playing the elements. For example, a single soil mapping 
unit within a soils theme can have numerous attributes asso- 
ciated with it, such as data on the organic matter content, pH 
factor, salt content, percentages of silt and clay, erodibility, 
structure, and other information. Using a GIS, each kind of 
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information can be selectively identified, displayed, and 
saved as an independent data layer for use within a carto- 
graphic model. 

In the above example, a GIS functions mainly as a dis- 
play or selection device for various soil attributes already 
known. However, a GIS also permits automated extraction of 
completely new information from an existing theme. This is 
particularly the case with topographic data traditionally 
available as elevation contour maps. From the contour map 
various types of information, such as watershed boundaries, 
steepest flow paths, slope gradients, slope aspects, and more, 
can be derived by a specialist through painstaking manual 
analysis of the shape of the contours and the distances be- 
tween contour lines. 

In digital format, elevation data are generally available 
as grids, where each grid cell represents a particular eleva- 
tion above a certain vertical reference, such as the mean sea 
level. Geographic information systems include various algo- 
rithms that mathematically analyze the digital elevation data 
to automatically derive information that otherwise would 
take tremendous effort and amount of time to obtain. Typical 
terrain analysis algorithms in a GIs include methods for gen- 
erating slope gradients, slope aspects, watershed boundaries, 
and flow paths. The added bonus of using these automated 
means is that new information is always calculated in pre- 
cisely the same way, eliminating subjective judgement on the 
part of the analyst. 

Automated extraction of new information from digital el- 
evation models (DEMS) has many levels of complexity. Gener- 
ation of slope and aspect maps is a relatively simple process, 
while delineation of watershed boundaries or steepest flow 
paths requires more complex calculations. Yet another level 
of complexity is reached when topographic parameters for 
physical processes are very closely associated with other 
parameters not directly related to elevations. For example, 
while movement of sediment across terrain is strongly de- 
pendent on topography, other factors such as the amount 
vegetation cover, type of soils, and intensity of rainfall gov- 
ern sediment transport and interact in complex ways with 
the topographic factors. Analysis of elevation data to provide 
useful information for sediment transport modeling therefore 
requires a precise understanding of the contribution of topog- 
raphy to the movement of soils and an analysis of that con- 
tribution in isolation from other factors that influence 
movement of sediment across the landscape. Currently, 
much research is being performed to develop new terrain 
analysis algorithms to model such processes (Beven and 
Moore, 1993). 

A similar issue arises in classification of landforms, al- 
though here it is mostly a question of definition and taxon- 
omy. What do we understand a landform to be? To what 
extent can we think of landforms purely in terms of shapes 
in isolation from questions concerning their origin and com- 
position? If so, is there a simple way to determine the shapes 
of landforms from elevation data? 

This paper proposes a simple approach, based mostly on 
existing GIS capabilities, to extract meaningful information 
from digital elevation data that can ultimately lead to precise 
mapping of landforms independently of taxonomic schemes. 
While the methods described here cannot provide instant 
identification of the nature, probable origin, or composition 
of any particular landform, the information generated 
through them can be used as part of a more complex carto- 
graphic modeling process that will potentially accomplish 
that goal. 

Classification of Landforms for GIS Processing 
More specific definitions of the term landform than those 
quoted previously come from Belcher (1948) and Lueder 

(1959). According to Belcher, each landform presents sepa- 
rate and distinct soil characteristics, topography, rock materi- 
als, and groundwater conditions. He adds that the recurrence 
of the landform, regardless of the location, implies a recur- 
rence of the basic characteristics of that landform (Belcher, 
1948). Lueder, on the other hand, describes a unit landform 
as a terrain feature or terrain habit, usually of the third or- 
der, created by natural processes in such a way that it may 
be described and recognized in terms of typical features 
wherever it may occur, and which, when identified, provides 
dependable information concerning its own structure and ei- 
ther composition and texture or uniformity (Lueder, 1959). In 
identifying landforms as the third-order-of-relief features, 
Lueder narrows the definition down by placing landforms 
more in the context of shape of the land, and within the tra- 
ditional orders-of-relief framework. In that framework, the 
first-order-of-relief is represented by continents and ocean 
basins; the second order by mountain ranges, plains, conti- 
nental shelf, continental rise, and the abyssal plains; while 
the third order by the landscape features such as individual 
hills, mountains, and valleys. Of course, for the purposes of 
precise mapping, the question still remains, where to place 
the boundaries of features. 

Lueder's definition serves as a departure point for analy- 
sis of landform characteristics based purely on elevation 
data. While it is unclear whether identification of the third- 
order-of-relief features will provide dependable information 
concerning the landform's own structure, composition, or 
texture, elevation data implicitly contains information on the 
shape, vertical order, and magnitude of relief features. How- 
ever, because of problems with definition, it is very difficult 
to agree on the precise boundaries of third-order-of-relief fea- 
tures. It is much easier to identify and delineate portions of 
these features as related to the fact that they represent a part 
of a continuous surface. Each complex continuous surface 
can be said to consist of concave areas, convex areas, and 
flats. Convex areas can be further subdivided into crests and 
sideslopes. Concave areas can be subdivided into troughs, 
sideslopes, and open and enclosed basins. Flats can be di- 
vided into sloping flats and horizontal flats. In the context of 
terrain analysis, these subfeatures can be referred to as the 
fourth-order-of-relief features. Most or all of the fourth-order- 
of-relief features are always present in any terrain, and a 
digital surface representation of the terrain can be analyzed 
to identify discrete boundaries for these categories. The fea- 
tures can then be aggregated to form higher-order-of-relief 
categories using diverse definitions or taxonomic schema and 
multi-thematic support data. 

Landform characterization maps where the continuous 
terrain surface is classified into fourth-order-of-relief features 
provide information on the shape, vertical order, and magni- 
tude of the features. Shape refers to the two-dimensional and 
three-dimensional distribution pattern of any particular fea- 
ture. Vertical order refers to the fact that, within its immedi- 
ate neighborhood, a crest is the highest area on a convexity 
(e.g., a hill), a convexity is higher than a concavity, and a 
trough is the lowest area within a concavity (e.g., a depres- 
sion). Magnitude refers to the actual elevations of the fea- 
tures, and the fact that some hills are higher than others and 
some depressions are deeper than others. Magnitude also in- 
cludes any other characteristic that can be derived from ele- 
vation values for any particular feature, such as the average 
slope gradient of a crest or the areal extent and volume of an 
enclosed basin. 

Analysis for Convexity, Concavity, and Flatness 
Qualities of concavity and convexity are synonymous with 
whether a particular neighborhood or area on the surface of 
the Earth predominantly tends toward being a depression or 
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a protrusion. Curvature is generally understood as a direc- 
tional property. Some existing G I ~  systems offer methods to 
determine profile curvature, or curvature of a surface in the 
direction of slope, and planform curvature, or curvature of a 
surface perpendicular to the direction of slope, examplified 
by algorithms based on the work of Moore et al. (1991) and 
Zeverbergen and Thorne (1987). However, after several at- 
tempts to use these, the author found them to be insufficient 
for his purposes and it therefore became imperative to de- 
velop a different method. This method, although quite sim- 
ple, is currently (to the best knowledge of the author) not 
available in any of the existing geographic information sys- 
tems and has not been previously discussed in the literature. 
However, the method should be easy to program by those 
who are interested in using it. 

The new approach is a modification of an existing 
method for calculation of the average percent slope gradient 
for a center cell within a neighborhood (matrix) the size of 
which is specified by the user. The existing algorithm calcu- 
lates the values of the slopes between the center cell and 
neighborhood cells by taking the absolute value of the differ- 
ence in elevations between the center cell and other cells in 
the neighborhood (rise) and dividing it by the horizontal dis- 
tance between them calculated using the Pythagoranean the- 
orem (run). It then takes the average of the positive fractional 
value thus obtained and multiplies it by 100 to derive a per- 
cent slope gradient value that is assigned to the central cell 
of the neighborhood. The entire grid is processed in that way 
by proceeding to the next cell in a row (line) and repeating 
the same procedure, and then moving to the next row in the 
elevation grid until the entire grid is processed. 

To obtain information as to whether the center cell of a 3- 
by 3-cell neighborhood is part of a convexity, a concavity, or a 
flat, the average percent slope gradient algorithm was modi- 
fied by the author in a simple way. The first step of this modi- 
fication was to ensure that the calculation of the rise occurs 
through subtraction of the elevation value of the neighborhood 
cell from the elevation value of the center cell. The second 
step was to eliminate the absolute value function from the 
"rise" calculation, which resulted in either positive, negative, 
or zero values for the rise and therefore for the slope. Negative 
rise values indicate that the neighborhood cell lies above the 
center cell, positive values that the neighborhood cell lies be- 
low the center cell, while a zero value indicates equal eleva- 
tions. Summation and averaging of these values results in a 
negative, a positive, or a zero value being assigned to the cen- 
ter cell. Positive values mean that the central cell is within a 
3- by 3-cell neighborhood that has a predominantly convex 
shape, while negative values indicate a predominantly con- 
cave shape of the surface. Zero values indicate either a flat or 
an area where convex and concave curvatures cancel each 
other out, such as a saddlepoint. The method seems to work 
well in identifying convexities, concavities, and flats. 

The method is partially based on the nine basic geomet- 
ric forms of hillslopes (Chorley et a]., 1985) with each form 
represented using a 3- by 3-cell grid. Figure 1 shows some of 
the representative combinations of elevation values within 
the neighborhood. A graph is included with each example to 
show the relative impact of the positive and negative slopes 
calculated on the value of the center cell. The y-axis shows 
the elevation differences in the positive or negative direc- 
tions, while the x-axis shows the positive distance from the 
center cell to any of the neighborhood cells. Because the 
magnitude of 1 is used for the width and height of the cells, 
the horizontal distance from the center cell to any of the ad- 
jacent cells is either 1 or (using the Pythagoranean theorem) 
the square root of 2, which is approximately 1.41. A line is 
extended from the center cell (the origin on the graph) to a 
point on the graph that represents the location of the neigh- 

borhood cell. The slope of the line is the slope gradient be- 
tween the center and neighborhood cell. Each line is marked 
with a number ranging from 1 through 8, which represents to 
which of the neighborhood cells the line connects. 

The graph is a visual way of showing how negative or 
positive slope gradient values within the matrix are used to 
evaluate whether the center cell lies within a generally con- 
vex, concave, or flat neighborhood. The algorithm calculates 
positive, zero, or negative slopes and then averages the val- 
ues, assigning the result to the center cell. This is equivalent 
to adding all the slopes derived from the graph and dividing 
them by the number of neighbor cells, which in this example 
is equal to eight. If the elevation differences and slopes 
shown on the graph are predominantly negative both in mag- 
nitude and number, the center cell lies in a neighborhood 
that is generally concave; if positive, then it lies in a gener- 
ally convex neighborhood. When the positive and negative 
elevation differences and slope magnitudes cancel each other 
out, the area is either flat, or represents equal amounts of 
convexity and concavity which cancel each other out. An ex- 
ample of the latter, as already mentioned, can be a saddle- 
point, or an inflection point where the curvature of the slope 
changes from concave to convex. 

Comparison of the shaded map that resulted from pro- 
cessing of a DEM using this algorithm, with its portrayal of 
convex, concave, and flat areas, to the contour map and the 
shape of the contours within any particular neighborhood, 
indicates that the method is accurate to the degree that the 
data are accurate. An example is provided in Figure 2, which 
shows convex, concave, and flat areas with elevation con- 
tours overlaid on top for a portion of the USGS 7.5-minute 
Sagebrush Hill quadrangle in Colorado. 

The size of the neighborhood used for the analysis can 
currently be varied by the user from 3 by 3 cells to 31 by 31 
cells. In a USGS 7.5-minute DEM with 30- by 30-m cell size, 
this means that in the first case positive, negative, and zero 
slopes are averaged over an area of 90m by 90% while in the 
latter case over an area of 930m by 930m. In the h s t  case this 
means that the longest horizontal distance (run) from the cen- 
ter cell to a neighborhood cell is 42.426 m, while in the latter 
case it is 636.396 m. The upper limit of 31 by 31 cells is not 
fixed and represents an arbitrary cutoff point. 

For a neighborhood of any size within the current limits, 
the algorithm calculates slopes by directly evaluating the rise 
and run from the center cell to each of the neighborhood 
cells. The longer the run, the smaller the slope gradient 
value. Therefore, the value assigned to the center cell is a 
distance weighted average of all the slopes possible within a 
given neighborhood. For a 31- by 31-cell neighborhood using 
a 30-m by 30-m DEM, this means that 960 slope calculations 
are performed for cells as close as 30 m or as far as 636 m 
away, and the classification of a given cell as convex, con- 
cave, or flat is influenced by distant elevation values. This 
has the effect of generalizing or smoothing of information on 
trends in curvature of the landscape. For a 31- by 31-cell 
neighborhood, only if the entire 864,900-mZ area considered 
by the algorithm exhibits average positive slopes can the 
center cell of that area be considered convex. Figure 3 shows 
the generalized convexities, concavities, and flats for the 
same area as Figure 2. Instead of highly bagmented mosaic, 
only the large trends in land curvature, such as ridge forma- 
tions and valleys, are re~resented on the map. The flat areas 
appear mostly at the boAdary between the generally convex 
and concave areas. indicatine locations of inflection where 
the total weight of positive A d  negative slopes is in balance. 

Further Classification of Digital Terrain Data 
Additional information about the terrain can be extracted 
from DEMs using the surface hydrologic terrain analysis capa- 
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Figure 1. A graph depicting five different combinations of elevation values within a 3- by 3-cell neighbor- 
hood and vectors representing negative, positive, and zero value slopes between the center and neighbor- 
hood cells. 

bilities developed by Jenson and Domingue (1988). The soft- watershed boundaries, it is necessary to route the flow of wa- 
ware was originally designed to delineate catchments and ter across the entire DEM, and therefore across surface de- 
flow paths from digital elevation data. pressions. Because most single-celled depressions in DEMs 

As one of the first steps of processing to delineate catch- are a product of errors in generation of the models, the 
ments (watersheds), Jenson's software provides an algorithm multi-celled depressions are of greater interest because they 
for filling single-celled and multi-celled depressions in digi- are more likely to represent actually existing enclosed basins 
tal elevation models. This is important because, to calculate on the surface of the Earth. 
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Figure 2. Convex (horizontal lines), concave (unshaded), 
and flat areas (dark shade) delineated using a 3- by 3- 
cell matrix for a portion of the u s ~ s  7.5-minute Sage- 
brush Hill quadrangle in Colorado. Streams and elevation 
contours are also shown. 

The algorithm for filling multi-celled depressions fills 
them to their pour point. Imagine a tilted bowl that is being 
filled with water. At some point in time, the water will start 
flowing out of the bowl at its pour location, which is the 
lowest point on the edge of the bowl. The area covered by 
the surface of water in the bowl (basin) as the water begins 
to flow out is equivalent to the areal extent of the enclosed 
basin in map view. To obtain a map that shows the areal ex- 
tent of enclosed basins, it is necessary to subtract the original 
unfilled DEM from the filled DEM. Because the resultant digi- 
tal map contains values that represent the depth of each ba- 
sin, it is also easy to calculate the volume of each basin 
using standard GIs techniques. 

As the next step toward deriving watershed boundaries 
from digital terrain data, Jenson's software contains algo- 
rithms to calculate flow directions from the filled DEM. The 
flow direction for a cell is the direction water will flow out 
of the cell along the steepest path. This is encoded in the 
flow direction map as a value that represents the orientation 
of flow toward one of the eight cells that surround it. The 
flow direction algorithm resolves the problem of routing po- 
tential water flow through the landscape by providing solu- 
tions for four possible conditions that determine flow direc- 
tion. 

The first condition occurs only if the algorithm is used 
on unfilled DEMS and will not be discussed here. (For a de- 
tailed discussion of these methods, see the original paper by 
Jenson and Domingue (1988) or the HTAS User's Manual, pre- 
pared by the author in 1993 and listed in the references.) 
The second condition occurs when the distance-weighted 
drop from the central cell is higher for one of the surround- 
ing cells than for the other neighborhood cells. A flow direc- 
tion value is assigned to the central cell of a 3 by 3 matrix in 
the direction of the cell where the drop (or the slope gradi- 
ent) is the steepest. 

In the third case, there are two or more cells that have 
the same steepest drop, and one has to be selected as the di- 
rection of flow. This is accomplished using a logical table 
look-up operation, where, for example, if three adjacent cells 
have the same steepest drop from the center cell, the middle 
one of these cells will be chosen for direction of flow. If two 

cells on opposite sides have an equal drop, then one of them 
is arbitrarily chosen. 

In the fourth condition, the center cell is located in a flat 
area and all cells are equal (or greater) in elevation. The out- 
flow point is not known. First, to determine flow direction, 
all of the cells belonging to the first, second, or third condi- 
tion are resolved. Then, in an iterative process, cells are as- 
signed to flow toward a neighbor if the neighbor has a 
defined flow direction that does not point back to the tested 
cell. In this way, the flow direction assignments grow into 
the flat area from the flat's outflow point until all of the cells 
have flow directions assigned. 

From the flow direction map, it becomes possible to cal- 
culate flow accumulation for each cell. The flow accumula- - -~~ 

tion map contains, for each of its cells, an integer value that 
represents how many other cells are "flowing" into any par- 
ticular cell along steepest pathways. Because generation of a 
flow direction map from a filled DEM establishes paths across 
depressed and flat areas of the landscape, the cells having 
the flow accumulation value of zero (to which no other cells 
flow) should correspond to the pattern of crests of ridges. 
Another way to consider the crests is to realize that the zero 
flow accumulation areas consist of those cells that represent 
local elevation maxima (are at the top of a convexity), and 
where the slope gradient between them is less than the slope 
gradient between the cells in other portions of a convexity. 
To put it in yet another way, water is modeled as flowing 
away from the cells that represent a crest, because, in this 
definition, the crest is constituted of cells that have less of an 
elevation difference between themselves than there is be- 
tween the cells of the crest and of the sideslopes. 

How well will this definition hold for modeled land- 
scapes and correspond to real landscapes? The best answer 
is that the current definition of crests is only adequate. While 
it applies in most cases, there are situations in which flow 
will occur along the identified crest. Better methods to deal 
with this problem will need to be developed in the future; 
however, the current methods might be adequate for a vari- 
ety of modeling efforts. 

The cells with values greater than zero in the flow accu- 
mulation data set made from a filled DEM delineate a fully 

Figure 3. Convex (horizontal lines), concave (unshaded), 
and flat areas (dark shade) delineated using a 31- by 31- 
cell matrix for a portion of the U S G ~  7.5-minute Sage- 
brush Hill quadrangle in Colorado. Streams and elevation 
contours are also shown. 
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connected drainage network. If one selects ranges of flow ac- 
cumulation values for display, then as the lowest value in 
this range is decreased, the density of the drainage network 
displayed will increase. This is because a greater number of 
smaller flow path tributaries are shown. Because the cells in 
the flow path are in an ordered relationship to each other, so 
that, in almost all cases, each consecutive cell has the lowest 
elevation of all the cells surrounding the previous cell, these 
flowpaths form a trough of a valley and represent a sequence 
of lowest points within an open basin. 

Within a closed basin (a surface depression), a trough is 
essentially the point or points with lowest elevations within 
the basin. Geographic information systems permit analysis of 
groups of cells and extraction of statistical information about 
them, such as the minimum and maximum elevation values. 
Here, the minimum value in a group of cells that represents 
an enclosed basin is considered to be the trough. Figure 4 
shows crests, troughs of open basins, and closed basins for a 
portion of the uSGS 7.5-minute Sagebrush Hill quadrangle in 
Colorado. 

Flats are extracted from the DEM using the curvature 
analysis method described in the previous section; however, 
this method does not provide a way to separate sloping from 
horizontal flats. To do so, it is necessary to apply the unmod- 
ified average percent slope gradient algorithm to the DEM, 
which results in a slope gradient map. Extraction of zero val- 
ues from this map results in a map of horizontal flats that 
can then be displayed separately from the other flats, i.e., the 
ones that have a slope gradient greater than zero and are 
therefore not horizontal. 

Figure 5 shows a simplified three-dimensional view of 
landform features draped over a portion of the digital eleva- 
tion model for the USGS 7.5-minute Sagebrush Hill quadran- 
gle in Colorado. Convexities and concavities in this 
illustration were derived using a 31 by 31 neighborhood. 

Potential Enhancements of the Landform Characterization 
Method 
The product of the procedures described in previous sections 
is either a digital or a hardcopy map that separates the land- 
scape into concave and convex areas, crests and troughs, en- 
closed basins, sloping flats, and horizontal flats. The digital 
map of the features explicitly contains information on the 
shape, and implicitly on the vertical order and magnitude, of 
the features. Each discrete area has a specific shape in two- 
dimensional map view and in three dimensions. Vertical or- 
der is implicit in the identification of each feature as being a 
crest, a convexity, a concavity, or a trough. Within any par- 
ticular local neighborhood, a crest is the highest area on a 
convexity, a convexity is higher than a concavity, and a 
trough is the lowest area of a concavity. The data on the 
magnitude of each feature is implicitly contained in the loca- 
tion of each cell on the map. To obtain actual values, the 
original DEM has to be available to serve as a reference data 
layer. The values can either be displayed as contours, or in- 
teractively queried within a GIS. 

Extraction of discrete entities from a continuous eleva- 
tion data set opens up possibilities for further statistical anal- 
ysis of the morphology of individual features in isolation 
from other features. This can be accomplished by obtaining 
statistical summaries for each feature or group of cells using 
various GIs statistical operations. Such summaries can in- 
clude, for example, the maximum, minimum, and average el- 
evations, slope gradients, or slope aspects for any given area. 
Other types of summaries are also possible. The statistical 
data can then be placed as each feature's attribute in an at- 
tribute table. 

One of the problems that might arise is that a particular 
feature, such as a ridge, can extend continuously through a 

large portion of the map to the point where statistical sum- 
maries became less meaningful. If that is the case, the map 
can be edited further. In raster format, it can be combined 
with an aspect map so as to separate the ridge into slopes 
facing in opposite directions. In vector format, a feature can 
be subdivided by placing or removing lines that represent 
feature boundaries to create new, more specific features. Fea- 
tures can also be aggregated using similar methods. 

This type of analysis, while requiring user interaction in 
the edit stage, could be automated to the point that the sta- 
tistics for each feature of the final product would be auto- 
matically displayed in a table format if the feature was 
pointed and clicked at with a cursor. Such an automated 
landform characterization system could become a module 
within a geographic information system and could include 
other methods of terrain analysis, e.g., methods for calcula- 
tion of roughness factors, for fractal analysis, etc. 

Once continuous terrain information is classified into 
discrete entities, it also becomes possible to analyze the vari- 
ety of these entities using commands such as FOCALVARIETY 
or ZONALVARIETY available in ARCIINFO software. FOCALVAR- 
IETY analyzes the diversity of discrete features using a roving 
window of size specified by the user. It assigns a value that 
represents the number of distinct features found within a 
neighborhood to the center cell, and therefore the values in 
the resultant map indicate the variety of entities found 
within a certain distance from any point on the landform 
map. ZONALVARIETY works in a similar manner, except that 
it identifies a variety of features for areas defined by the ex- 
tent of some other environmental parameters, such as soil or 
vegetation type. FOCALVARIETY can provide a way to com- 
pare various terrains by identifying diversity of features 
found within a neighborhood of certain size. ZONALVARIETY 
can be of help as a correlation device by providing a method 
to identify diversity of features found within the boundaries 
of unique mapping units that represent the spatial extent of 
some aspect of the environment. Using this command, it 
might be possible to correlate the diversity of landform fea- 
tures within a particular soil or vegetation type to the diver- 
sity found within other soil or vegetation types, or any other 
discrete areas that represent the extent of some environmen- 
tal parameter. 

Possible Applications of Fractal Analysis with the Landform 
Methods 
The algorithm to determine convex, concave, and flat areas 
allows for analysis of the influence of elevation values at var- 
ious distances from the center cell through changing of the 
size of the neighborhood used for calculations. Furthermore, 
ARCIINFO software permits various shapes of neighborhoods, 
including a wedge shaped windows oriented in directions 
specified by the user, and neighborhoods where each of the 
neighbor cells can be assigned some weighted factor value. 
These capabilities permit a variety of approaches to generali- 
zation, and therefore to analysis of the relationships between 
topographic trends and the shape of the fourth-order-of-relief 
features. 

The following discussion concerns possible benefits that 
might be derived from analysis of terrain using a change in 
the size of a square neighborhood surrounding the center 
cell. A simple increase in the size of the window results in a 
decrease in fragmentation of the features and in the sinuosity 
of the boundaries of the features. Potentially in some land- 
scapes this decrease is gradual, while in others there can be 
a sudden lessening in fragmentation and sinuosity at some 
threshold window size. The various patterns of these changes 
occur in dependence on the trends in shape of the terrain, 
and are presumably different for different landscapes. 

One way to quantify the degree of fragmentation and 
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Figure 4. Crests of convexities (crosshatch), troughs (di- 
agonal lines), and enclosed basins (dark shade) deline- 
ated for a portion of the USGS 7.5-minute Sagebrush Hill 
quadrangle in Colorado. Streams and elevation contours 
are also shown. 

sinuosity for each window size would be to measure their 
fractal dimension. If the fractal dimensions show a clear and 
narrow range of values for each neighborhood size for a par- 
ticular type of terrain, these values can be plotted against the 
window size. Such a graph could potentially reflect a unique 
"signature" for the particular landscape studied. The "signa- 
ture" would be an expression of the influence of the shape of 
the landscape at various distances from the center cell on the 

landform feature fragmentation and shape. Figure 6 shows 
the changes in fragmentation of the features and sinuosity of 
the boundaries with changing window size for a portion of 
the U S G ~  7.5-minute Sagebrush Hill quadrangle in Colorado. 

The next step would be to compare different types of 
landscapes to see if their "signatures" are adequately differ- 
ent and distinct to be of use in classifying terrains into simi- 
lar groups. If such a pattern does exist, landform methods 
combined with fractal analysis can potentially be used to de- 
velop an index for various types of landscapes based on their 
morphology. From this information conclusions could poten- 
tially be drawn with respect to the nature and the geographi- 
cal extent of morphic patterns for different terrains and the 
processes that have shaped them. Additionally, such an ap- 
proach can provide a way to classify large areas into more 
general categories of similar terrains than is possible with the 
current methods. 

Environmental and Resource Analysis Applications 
The landform characterization methodology described in this 
paper is essentially a morphometric technique which permits 
objective classification of any digital surface. It allows for 
quick analysis of elevation data for vast tracks of land, elimi- 
nating the painstaking process of manual analysis of con- 
toured representation of surfaces. In manual approaches the 
difficulties involved in contour interpretation introduce a 
level of subjective judgement that makes a precise compari- 
son of various types of terrain from different locations diffi- 
cult to accomplish. Because with automated methods terrain 
data are always analyzed in precisely the same way, the only 
source of error in such comparative studies arises kom the 
difference in quality of digital elevation data from area to 
area. 

A clear use of landform characterization methods is 
therefore a mapping tool which provides another way of rep- 
resenting terrain information that is complementary to con- 

Concave areas r'-i;j\l ~~evations contours 

Convex areas Troughs USGS DLG stream 

Figure 5. A three-dimensional view of a portion of the Sagebrush Hill quadrangle in Colo- 
rado with draped landform categories (generalized using a 31- by 31-cell neighborhood). 
Streams and elevation contours are also shown. 
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a. Convex, concave, and flat areas delineated b. Convex, concave, and flat areas delineated 
using a 3x3 cell neighborhood. using a 7x7 cell neighborhood. 

using a llxll cell neighborhood. using a 19x19 cell neighborhood. 

e. Convex, concave, and flat areas delineated f. Convex, concave, and flat areas delineated 
using a 25x25 cell neighborhood. using a 31x31 cell neighborhood. 

F~gure 6. The effects of increasing the neighborhood size on fragmentation of features 
and sinuosity of boundaries delineated for a portion of the usGs 7.5-minute Sagebrush 
Hill quadrangle in Colorado. 

touring. Because the tool classifies the continuous landscape 
surface into meaningful fourth-order-of-relief categories rep- 
resented by areas with discrete boundaries, the resultant map 
permits aggregation of landform features into distinct geo- 
morphological units. Each such unit can be developed to 
represent a unique set of geomorphic controls on the ecosys- 
tem processes in the landscape. Furthermore, similar units 
can be grouped together according to type so that large areas 
of land are represented by several distinct groups of units. 
Potentially, the results of intensive data collection, analysis, 
and modeling of the influence of geomorphic controls on en- 
vironmental processes and patterns performed in representa- 
tive units could be extrapolated to other units within the 
same group. This could lead to improved understanding of 
the influence of terrain characteristics on ecosystem pro- 
cesses for large regions and for a variety of environments. 

The classification of continuous terrain surface into dis- 
crete and meaningful categories can also be of aid in mathe- 

matical analyses of terrain content and pattern of areas 
identified according to taxonomic schemes based on other 
aspects of the environment. For example, statistical summa- 
ries of landform feature content within a soil and vegetation 
unit, and comparison of the summaries between the units, 
may yield clear differences in feature distributions between 
this or that soil or vegetation type. Such methods can be eas- 
ily automated and can permit statistical correlation between 
terrain morphology and other environmental parameters. Be- 
yond that, fractal analysis of the shape of landform feature 
boundaries can provide additional data for this type of corre- 
lation. 

The techniques for analysis of feature content and pat- 
tern can also be applied to digital elevation data for the same 
areas but at various resolutions and levels of detail. Compari- 
son of the loss or increase in feature content and the differ- 
ence or similarity in patterns with change in resolution 
could potentially lead to developing a better understanding 
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of scaling relationships in terrain data, and in identifying the 
level of self-similarity for data at various scales. This ap- 
proach could also be of benefit in quantifying sub-pixel mic- 
rorelief for various types of landscapes. 

Because the methods proposed here can provide an ac- 
curate description of the morphology of a three-dimensional 
feature, they can potentially be used to model processes that 
generated a particular feature. An example of such an ap- 
proach can be provided in the context of the equilibrium 
theory of coastal landforms. From Tanner (1974), "the equi- 
librium idea is that an energetic wave system will establish 
in due time and barring too many complications, a delicately 
adjusted balance among activity, three-dimensional geome- 
try, and sediment transport such that the system will tend to 
correct short or minor interference." To put it in another 
way, the energy input from waves results in sediment trans- 
port processes which cause morphological change. That 
change will continue indefinitely unless a landform is pro- 
duced in which the energy is dissipated without any net sed- 
iment transport. Should the equilibrium concept be accurate 
and applicable to a variety of coastal landforms, the land- 
form analysis methods proposed here can provide quantita- 
tive information on the three-dimensional geometry aspect of 
the equilibrium landform, potentially leading to development 
of models that account for sediment transport processes that 
determine its morphology in terms of the local wave energy 
regimes. 

Correlation and interpretation of terrain characteristics 
with other data can permit detailed analysis of the interac- 
tion of landscape morphology with other aspects of the land- 
scape. Interpretation of geologic and soil data in combination 
with landform data can aid in understanding of the prove- 
nance of landforms and provide a more complete picture of 
the geomorphology of an area. Landform maps can also pro- 
vide one of the constituent data layers for soil survey en- 
hancement and premapping prior to in situ soil survey 
efforts. Correlation and interpretation of landform data with 
vegetation, soil, climate, and geology data can lead to better 
understanding of the influence of terrain characteristics on 
vegetation distribution patterns in landscape ecological stud- 
ies. Landform patterns can be useful in generating hydrologic 
response unit (HRU) maps important in various hydrologic 
models. The shape of terrain is also of relevance for habitat 
studies. Similar approaches can be utilized in studies of sub- 
marine geomorphology and distribution patterns of benthic 

communities, provided that the different nature of underwa- 
ter sedimentation and biological dispersion processes is ac- 
counted for. 

Summary 
In general, the landform characterization methodology pro- 
posed here can serve as a useful mapping and analysis tool 
for a variety of resource and environmental studies per- 
formed on local or regional scales. The ability to classify the 
continuous terrain surface into meaningful and discrete fea- 
tures provides a way to describe, analyze, and quantify the 
characteristics of landscape morphology so that they can be 
logically related to other aspects of ecosystems. As such, it 
can be useful in any analysis and modeling efforts that con- 
sider the influence of terrain characteristics on landscape 
processes and patterns. 
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