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Abstract 
The display of three-dimensional (30) quantitative data sets 
is a basic topic of research in cartography, image processing, 
and applications related to spatial information. A new appli- 
cation for data visualization and analysis, which combines 
color vision and depth perception, has been developed using 
the effect known as chromo-stereoscopy based on Eintho- 
ven 's -theory. 

It enables the generation of flat color composite images 
from multisource data in which depth information i s  coded 
into colors. When viewed with double prism refraction 
ChromaDepthTM glasses, a "dramatic" 3 0  effect is produced. 
Following a description of the method, the geometric and ra- 
diometric processing parameters are qualitatively analyzed to 
assess their impact on the quality of the chromo-stereoscopic 
images and depth perception. 

Introduction 
Through the normal process of vision, we unconsciously eval- 
uate the forms, shapes, distances, and colors of a vast number 
of objects around us. However, to successfully represent three- 
dimensional (3D) information on a flat surface such as an im- 
age or painting, both the perceptual and conceptual levels of 
understanding spatial relationships must be combined. Illu- 
sions of perceptual space can be generated by use of the linear 
perspective system, taking advantage of the viewer's concep- 
tual knowledge of the perspective phenomena. 

Psychological research has indicated that performance at 
searching a display is much improved if one knows something 
beforehand about what is to be looked at (Smith, 1962). Be- 
cause psychological factors play a major role in perception, 
the remote sensing expert can "go beyond the information 
given" in the display of an image. Thus, a viewer with some a 
priori knowledge of the data and of the terrain and with a 
good understanding of the processing has a more qualitative 
experience. It has been suggested (Hoffman, 1990) that re- 
searchers might devote more time to studying and integrating 
these qualitative aspects of the remote sensing process. 

Chromo-stereoscopy offers a tool to qualitatively per- 
ceive depth. Differently colored objects at the same viewing 
distance can often appear to lie at different depths (Eintho- 
ven, 1885). This apparent depth difference can then be en- 
hanced by a refraction process. Therefore, these two known 
phenomena can be used to perform fusion of multi-source re- 
mote sensing data, and to qualitatively perceive depth from 
the single stereoscopic fused image. The method is straight- 
forward: depth is coded into colors, and then decoded by 
means of basic optics to produce depth perception. When 
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viewing a color-encoded composite image using chromo-ste- 
reoscopy, the stereo effect is based on physiological and psy- 
chological factors of color and depth. 

The first attempt to produce a chromo-stereoscopic im- 
age from remote sensing data (Toutin and Rivard, 1995) re- 
sulted in an interesting 3-D product with some artifacts. 
Published as a highlight article in the October 1995 issue of 
PEbRS, it briefly described the process of depth perception, 
the chromo-stereoscopic method, and the generation of the 
cover page image. There was no detailed development of 
these different aspects, nor any analysis of the relationships 
between the processing steps and the parameters. 

In order to better understand the different components 
(eyes, glasses, images) of the chromo-stereoscopic method, 
this paper will expand on the earlier article and address the 
different factors (physical, physiological, psychological) 
which influence the generation and the perception of 
chromo-stereoscopic~mages. This method examines depth 
perception qualitatively; it does not extract quantitative 
depth information which can be directly obtained from the 
input data. Therefore, only the qualitative aspects of the pro- 
cess are discussed. Because the eye and the brain are part of 
the "sensor" which acquires and perceives information, 
some key aspects of their important role in this method will 
be examined. After reviewing stereo-viewing processes ap- 
plied in remote sensing and describing in detail the eye as a 
sensor, the chromo-stereoscopy method and the Chroma- 
DepthTM glasses, developed by Steenblik (1986), are exam- 
ined. Finally, the technique to control the input parameters 
of the geometric and radiometric processing is analyzed and 
tested on different images. 

Review of Stereo-Viewing Methods 
Different methods have been developed to recreate depth 
perception. This paper is not intended to fully address all 
three-dimensional imagery techniques. Only those most com- 
monly used, especially in remote sensing, are described. 
Okoshi (1976) is a good reference for more details. Depth 
perception can be "natural," with two images taken from dif- 
ferent view points, or "synthetic," to generate a stereo-pair 
or a perspective view. For the latter, depth perception can be 
related to any theme such as terrain elevation, magnetic or 
gravimetric fields, etc. 

In natural depth perception, stereoscopic pictures are 
viewed separately by each eye: the right viewpoint image to 
the right eye and the left viewpoint image to the left eye. 
An experienced observer of the stereo-pair may be able to 
achieve the proper focus and convergence without special 
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equipment; however, some devices used ordinarily allow 
each eye to see the appropriate picture of the pair. The de- 
vice used depends on how the stereo pair was generated. 
Most commonly, they are conventional stereoscope, ana- 
glyph, or polarized glasses. Recently, 3D shutter glasses are a 
more sophisticated device used with a computer screen, 
where shutter glasses are synchronized with a screen alterna- 
tively displaying left and right images. 

As reported by Okoshi (1976), the first attempt at a stere- 
oscopic drawing was a technique devised by ~io;anni Bat- 
tista della Porta around the year 1600. Today, stereo- 
paintings have been created by depicting left and right per- 
spectives, as Magritte with his "Man with a Newspaper" 
(The Tate Gallery, London, England, 1928), or Dali with his 
"Christ of Gala" (Museum Ludwig, Cologne, Germany, 1978). 

In the same way, many proposals for 3D movies have ap- 
peared since the first stereoscopic polarized movie in 1939: some 
relied upon parallax effects with simultaneous projections on the 
screen; others, like "Cinerama" in the 1950s, relied upon psycho- 
logical illusion to give a strong, realistic 3D sensation by sur- 
rounding the spectators through a wide angle projection. 

More recentlv in 1995, Sharu Laboratories researchers in 
Europe claimed a* major advancein 3D moving image tech- 
nology (Toutin and Rivard, 1995). To produce the 3D image, 
"twin-LCD (Liquid Crystal Displays)" are placed at right 
angles to each other. The images are then combined by a 
proprietary optical filter that transmits the image from one 
display, and reflects the image from the other, producing a 
3D image. A sensor on top of the device detects the position 
of the viewer's head on which a tiny silver spot has been 
placed. The images are then updated on the screen in such a 
way that they appear to be at a constant angle of 2 20". Be- 
tween these limits, the system provides the ability to "look" 
around the objects without image flipping (Walko, 1995). 

But most of these stereoscopic devices have a common 
feature: the presentation of a separate view to each eye with 
horizontal binocular parallax. Jones et a1. (1984) developed a 
new 3D imaging technique which employs a modified alter- 
nating-frame system. With a two-source system, VISIDEP'" 
utilizes the vertical disparity parallax to generate the depth 
effect. The two cameras used to generate the images are opti- 
cally aligned on a vertical plane. Jones et al. (1984) discovered 
the apparent superiority of vertical parallax to horizontal 
parallax with alternating frame technology. Its applicability 
is apparently supported (Imsand, 1986). This VISIDEP~~ sys- 
tem seems limited to a specific imaging system, but accord- 
ing to McLaurin et al. (1986), almost any situation with two 
sources of information can be adapted to the system. Some 
applications with remote sensing and geographic data have 
already been realized with this system (Ursery, 1993). 

All the 3D imaging techniques described previously relied 
upon only two cues: binocular parallax and convergence. The 
invention of holography (Gabor, 1948) was particularly signif- 
icant because it offered for the first time a method of spatial 
imaging with the accommodation cue. Furthermore, it is also 
the only true three-dimensional photography (Friedhoff and 
Benzon, 1991). 

Holography is a two-step lens-less imaging process: re- 
cording an interference pattern on a transparency (the holo- 
gram), and reconstruction of the developed hologram. Stated 
simply, if light A interacts with light B to form an interference 
pattern that is captured on photographic film, it is possible to 
project light A onto the developed film, the hologram, to rec- 
reate light B. If light B was reflected from an object, then its 
reconstruction is a holographic image of that object. In an 
ordinary photograph, what is recorded at a point is the bright- 
ness of the image, or the amplitude of the wave reflected by 
the object at that point. However, in holography, the key point 
is that the interference pattern contains, by way of the fringe 

configuration, information corresponding to both the ampli- 
tude and the phase of the wave scattered by the object. 

Because holography is the only true 3D photography, a 
hologram can be viewed from different perspectives just as is 
possible with the objects. For example, if a magnifying glass 
is recorded on a hologram, the magnifying glass in the holo- 
gram magnifies different objects as we change our point of 
view (Friedhoff and Benzon, 1991). 

But, there are practical disadvantages mostly due to the 
use of coherent light in the recording and reconstruction 
steps: objects must be still and recorded only in a darkroom 
on high resolution expensive plate, and the result is mono- 
chromatic (black and white). However, since 1964 the use of 
white-light illumination for multicolor reconstruction has 
overcome these drawbacks (Leith and Upatnieks, 1964; Pen- 
nington and Lin, 1965). Holography applied to remote sens- 
ing data has been also realized (Benton et al., 1985). They 
generated white-light viewable holographic stereograms ob- 
tained by digital and optical processing of a Landsat-MSS 
stereo pair which produced a black-and-white 3D image of 
the Earth's surface. 

The Eye as a Sensor 
The eye is the organ through which humans acquire knowl- 
edge of their environment by virtue of the light reflected 
from, or emitted by, the objects within the environment. For 
humans, the information provided by the eyes undoubtedly 
plays the dominant role in our interpretation of the environ- 
ment. But the power to integrate the viewed image to recog- 
nize its contour, its color, and its relation with other objects 
indicates that the process of vision does not merely consist 
of "seeing," but also of "perceiving and understanding" 
through the central nervous system. The eye, considered as 
part of the brain, is fundamentally an organizer. The eye/ 
brain, starting with the activity of the retina, is actively 
building a world of objects. This suggests that a priori 
knowledge is useful for a better interpretation and under- 
standing of the image: to have a clear idea of what to look 
for, where to look, and how to look (Hoffman, 1991). 

The eye and vision are very complex and sophisticated 
systems, involving physiological, biochemical, neurological, 
psychological, etc. processes. Its full understanding is out- 
side the scope of this paper; only some elementary aspects of 
the eyes and vision are addressed to better understand the 
process of chromo-stereoscopy. 

The eye has two kinds of receptors: cones and rods. The 
cones are highly concentrated in the fovea and are in direct 
and one-to-one connection with bipolar nerve cells. The rods 
are spread in the periphery of the retina in connection with 
cones. But there is no one-to-one connection with nerve 
cells: several rods and cones can have the same connection 
with a bipolar nerve cell. Thus, visual acuity is less precise 
when using the rods. Cones, which are bigger, are mainly 
used for detailed acuity in bright light, and also give color 
acuity. Rods, which are smaller but 18 times more numer- 
ous, are used in reduced light, but give only black-and-white 
acuity. 

Color Vision 
In everyday life, familiar things are described by particular 
colors, and these often are identified by references to familiar 
things: the blue of sky, the green of grass, the red of fire, etc. 
More scientifically, color theory begins with Isaac Newton 
who articulated the fundamental problems that still chal- 
lenge theorists today. In 1704, he described a number of ex- 
periments that revealed "puzzling" properties of colors: 
using a prism, he separated sunlight into the spectrum of 
colors. Light of different wavelengths is refracted by varying 
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Figure 1. Theoretical wave length response curve of a rod or group of rods measured in 
frequency discharge in the bipolar cell (from H. Dawson, Physiology of the Eye). 

degrees when passing from one medium (e.g., air) to another 
(e.g., a crystal prism). He distinguished seven colors: violet, 
indigo, blue, green, yellow, orange, and red. These regions 
represent large ranges of wavelengths (Figure 1). Thus the 
limits of the visual spectrum are commonly given as 4,000 to 
7,600 angstroms (A). 

A color can involve variation in hue (chromaticity), in- 
tensity (brightness), or saturation (purity) separately, or it can 
involve more than one of these components. Within certain 
regions of the spectrum, subtle distinctions between two 
hues, as small as 5 to 10 A, may be appreciated. With ex- 
tended practice, humans can discriminate 120 or more hues 
when intensity and saturation are constant, but many more if 
intensity and saturation vary (Hanes and Rhoades, 1959). In 
reality, with practical experiments, common experience 
among scientists showed that differentiation can begin to 
break down if more than seven to twelve colors along with 
black, white, and grey tones are used at the same time in a 
display (McCormick, 1976). 

At extremely low intensities (night vision with the rods), 
the retina shows a variable sensitivity to light accorgng to 
its wavelength, being most sensitive at about 5000 A in the 
green range (Figure 1). In day vision with the cones, there is 
a characteristic shift to 5,600 A at the beginning of the yel- 
low range. This has an interesting psychological correlate: 
with low intensities, red becomes much darker and blue 
much brighter. As darkness increases, the rod luminosity 
scale prevails over that of cones. 

Depth Perception 
Perception, or perceiving, refers to the process whereby sen- 
sory stimulation is translated into organized experience. That 
experience or precept is the joint product of the stimulation 
and of the process itself. In the "depth" context, the visual 
system (the process) creates the three-dimensional world (the 
precept) we experience from the two-dimensional pattern 
projected onto the retinas (the stimulation). But the fact that 
we can see depth quite well with one eye closed, or in a 
photograph or painting, indicates that two eyes are not nec- 
essary for a satisfying sense of depth. This dichotomy sug- 
gests an intimate relationship between what might be called 
"object recognition" and perception of three-dimensionality. 
Unfortunately, at this point we know little about how the 
brain identifies objects, so a large portion of "depth percep- 
tion" is simply not understood (Friedhoff and Benzon, 1991). 
However, in modern psychology, it is accepted that depth 
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perception is based upon as many as ten cues (Braunstein, 
1976). The cues have been treated as additional pieces of in- 
formation which, when added to a flat picture on the back of 
the eye, make depth perception possible. The brain then 
combines these cues with the ZD picture to produce judge- 
ments about the relationship of objects in space. 

These ten cues can be classified into two major groups: 
four physiological and six psychological obtained from the 
retinal image (Okoshi, 1976). The physiological cues are ac- 
commodation, convergence, binocular disparity, and motion 
parallax. Accommodation (focusing for distance) and conver- 
gence (moving the entire eyeballs) are associated with the 
muscular activity of the eyes, and they are regarded as minor 
cues to depth, effective only at a distance of less than nine 
metres. 

The binocular disparity cue is related to the slightly dif- 
ferent images of any given object which are received by the 
eyes embedded at different points in the skull. The degree of 
disparity between the two retinal images, so-called binocular 
parallax, depends on the difference between the angles at 
which an object is fixed by the right eye and by the left eye. 
For medium viewing distances, this cue is the most impor- 
tant for depth perception. But, at considerable distances from 
the viewer the angular difference between the two retinal im- 
ages diminishes, which results in depth perception reduc- 
tion. 

With visual motion parallax, distance cues are obtained 
from retinal changes that depend on the interposition of ob- 
jects in space: the rate at which the projection of an object 
moves across the retina varies with the distance of the ob- 
ject. It is especially significant when the observer or the ob- 
ject is moving rapidly. 

The six psychological cues which can give depth sensa- 
tion from planar images reproduced on the retina being as- 
sisted by experience are retinal image size, linear perspec- 
tive, linear and areal perspective, overlapping, shade and 
shadows, and texture gradient. They can also be combined 
together to enhance depth sensation. In remote sensing, per- 
spective is generally the most useful cue and, in radar im- 
ages, the shade and shadow cue is the most important for 
depth sensation. More details on these cues can be found in 
Braunstein (1976) and Okoshi (1976). 

Concept of ChromtStereoscopy 
The concept of chromo-stereoscopy is first based on Eintho- 
ven's theory (1885). Chromostereopsis is a phenomenon in 
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Figure 2. Variation of the refraction index with respect to wave length. The scale for 
the refractive index is different for the high dispersion heavy flint glass and for the low 
dispersion light crown glass. 

which coplanar colored stimuli are perceived as different in 
apparent depth. Chromostereopsis is positive if the red object 
is perceived in front of the the blue one, while the opposite 
perception gives negative chromostereopsis. Einthoven (1885) 
credited this phenomenon to transversal chromatic disper- 
sion and the asyrnetrical relation of the visual and optical 
axes. 

Using the physical properties of refraction, it is then 
possible to enhance chromostereopsis. A ray of light in pass- 
ing from air to glass is refracted by an amount that depends 
on its speed in air and glass, the two speeds depending on 
the wavelength. For example, upon entering a glass prism, 
the different refractions of the various wavelengths of the 
white light spread them apart and each is seen as a band of 
colored light. 

The 31, display technique described in this paper is 
based on the ChromaDepthTM 3D process and apparatus, de- 
veloped by Steenblik (1986, 1991), using the two previously 
described phenomena. Therefore, the basic concept is straight- 
forward: encode depth into an image by means of color, then 
decode the colors by means of optics, thus producing depth 
perception. 

The first glasses, created with prisms (plastic, glass, Fres- 
nel) and liquid optics, worked extremely well but were not 
suited for mass production. They later used special optics as 
a way of making very thin diffractive optics that had the effi- 
ciency of refractive optics, and which act like thick glass 
prisms. Each of the lenses actually incorporates a high preci- 
sion system of micro-optics, resulting in completely clear 
glasses. 

Each color is then shifted differently, generating differ- 
ential angular parallax due to the dependence of the refrac- 
tive index on wavelength. Figure 2 is an example of the 
refractive index variation for light crown glass and heavy 
flint glass. But, single prism glasses bend all colors of the 
light coming from the object, thereby causing the image of 
the object to appear much closer to the viewer than the ac- 
tual object distance (Figure 3a). Consequently, it caused two 
major problems in vision (Steenblik, 1986, 1991): 

Focusing at the actual object distance causes eye strain be- 

cause the eyes are being focused at a distance which is differ- 
ent from the focal point the brain expects them to have based 
on the parallax of the eyes. 
If the viewer moves his head while looking at the object, the 
image of the object moves differently from the expectation of 
the viewer's brain, causing a visual disorientation or vertigo. 
This is because the brain believes the object to be nearer than 
it actually is. 

The solution is double prism glasses which push the im- 
age distance back to coincide with the actual object distance 
(Figure 3b). It thereby makes the point in space on which the 
eyes focus coincide with the point they expect to focus on. 
The prisms (a low-dispersion and a high-dispersion) are de- 
signed so that yellow light entering the first prism passes 
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Figure 3. Single prism glasses (a) and double prism 
glasses (b) configurations for the ChromaDepthTM appara- 
tus (modified from Steenblik, 1991). 
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through both prisms and emerges parallel to the entering 
beam. The other colors are shifted with a significant angle 
deviation due to the high-dispersion prism: red objects ap- 
pear in the foreground while blue objects are in the back- 
ground. The yellow image distance and the object distance 
will nearly perfectly coincide up to a 4- to 5-m viewing dis- 
tance, without eye strain and vertigo. 

Because the eyes are the sensors and the glasses are 
made with normal prism glass which refracts the light inte- 
grally, the physiological characteristics of the eyes in the vis- 
ible spectrum define the spectral range, the spectral resolving 
power, and the spatial resolutions of the process. These char- 
acteristics have been given in the previous section, "Eye and 
Vision." Furthermore, the entire process is a tool to qualita- 
tively perceive depth, and the quantitative value for depth 
can be directly obtained from the data coded for hue to gen- 
erate the chromo-stereoscopic image. Other characteristics 
have been given in Toutin and Rivard (1995). They can be 
summarized as follows: 

a normal flat color image; 
a combination of color vision and depth perception; 
an integration of multi-source data; 
a viewable image from different viewpoints and distances 
(anisotropic perception); 
a viewable image by fully color-blind viewers; 
a viewable image on print, overhead, computer, laser shows, 
etc., and; 
a usable image with discrete color on continuous tone im- 
agery. 

Because depth information is "synthetically" encoded in 
color, quantitative or qualitative themes can be used. For 
quantitative information, color corresponds to value on some 
quantitative scalar variables [e.g., elevation, gravimetry, etc.). 
The color coding scheme takes the form of a color-variable to 
data-variable correspondence. For qualitative information 
(e.g., polygon data, vector lines, etc.), a palette of colors (dif- 
fering in hue) is set into a correspondence with the particu- 
lar characteristics of the symbol (e.g., type of polygon, type 
of vector, etc.). 

Chrom&Stereoscopy Applied to Remote Sensing Data 
Why use chromo-stereoscopic images in remote sensing? In 
the remote sensing process, after the acquisition and commu- 
nication stages, there is the interpretation stage which in- 
volves not only data processing and visualization, but also 
human interpretation and perception (Hoffman, 1990). Re- 
gardless of the level of automatic processing of the data to 
obtain information, this last stage needs its own specialized 
tools and systems for the human interpreter to make judge- 
ments and decision about the object of study. 

Furthermore, color and stereo are the two main charac- 
teristics of the eyes: that is, 

for color vision, it has been shown that color can convey in- 
formation about multi-dimensional data (Ware and Beatty, 
1988), and that the use of color can significantly aid users in 
perceiving information and making judgements (Judd and 
Eastman, 1971); and 
for depth perception, it has been shown that the interpreta- 
tion of cartographic information can be facilitated by using 3~ 
or perspective representations, when compared to flat 2D dis- 
plays (Bemis et al., 1988). 

This research suggests that there is increasing interest in 
stereo and color pictures and how our eyes and brain visual- 
ize with machine-handled displays and symbols. Chromo-ste- 
reoscopy appears to be an interesting tool to help human 
interpreters understand remote sensing images and to per- 
ceive and extract bio- and geophysical information. But, in 
order to generate a quality chromo-stereoscopic image from 
multi-source data which can be "perceived" with the glasses, 
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two separate processing steps (geometric and radiometric) are 
required to ensure that the chromo-stereoscopic image pre- 
serves the geometric integrity and radiometric detail of the 
input grey-tone images. 

As an example, let's use the image published on the 
cover page of the October 1995 issue of PEbRS. Because the 
study site, the data set, and the processing tools for the geo- 
metric and radiometric steps have already been described 
(Toutin and Rivard, 1995); only a summary and then an 
analysis of the effects of processing parameters on the quality 
of the chromo-stereoscopic image and of depth perception 
are presented in this paper. 

Summary 
The study site is located near Lake Okanagan in the Rocky 
Mountains, British Columbia (Canada). The area is character- 
ized by a high relief (1600 m in altitude variation). The data 
sets are a Landsat TM image, a ground range ERS-1 SAR im- 
age, and a 30-m grid DEM generated from the 10-m contour 
lines of the 1:50,000-scale map. The XYZ cartographic coor- 
dinates of 12 ground control points (GCPS) have been ac- 
quired by stereo compilation of aerial photographs. The 
geometric step is an ortho-rectification process with or with- 
out DEM depending on the geometric correction model. Ra- 
diometric integration is the intensity-hue-saturation (MS) 
process with the ortho-rectified Landsat TM3, the DEM, and 
the ortho-rectified ERS-1 SAR assigned to I, H, and S, respec- 
tively. 

Geometric Step 
Two completely different geometric correction models are 
used to look at their effects on the resulting chromo-stereo- 
scopic images: a second-order polynomial transformation and 
a photogrammetric geometric model developed at the Canada 
Centre for Remote Sensing (cCRS). 

This photogrammetric model is based on the collinearity 
condition and represents the physical realities of the full ge- 
ometry of viewing. It is integrated because the final equation 
takes into account the different distortions relative to the 
platform, the sensor, the Earth, and the cartographic projec- 
tion. It is unified because it had been adapted to indiscrimi- 
nately process spaceborne or airborne data, and VIR and SAR 
data (Toutin, 1995a). Its superiority is mainly due to the fact 
that it respects the viewing geometry, including relief, and 
then globally corrects the image. Conversely, the polynomial 
method minimizes only the residuals at the GCPS (local cor- 
rections) without identifying the source of errors. Compari- 
sons between these two geometric correction methods have 
been addressed quantitatively and qualitatively in Toutin 
(1995b). This research has shown that the polynomial trans- 
formations generate artifacts and erroneous information due 
to mixed pixels in the co-registration of the input data. 

In this study, we qualitatively assessed the effect of the 
geometric correction method on the quality of stereo-viewing 
with the ChromaDepthTM glasses. The same parameters are 
used in the IHS radiometric integration. To better see the de- 
tails, only sub-images (700 pixels by 1090 lines; 30-m pixel 
spacing) are presented in Plate 1 (left image from the poly- 
nomial method and right image from the photogrammetric 
method). 

As the chromaticity (hue) is controlled by the DEM, the 
full range from blue to red is presented in both images. The 
variation of colors is related to different intensities and satu- 
rations due to different co-registration of the three data sets. 

Without the glasses, the left image (polynomial method) 
appears more fuzzy, and has a co-registration problem with 
mixed pixels. Along the west border of Lake Okanagan 
(marked "a" on Plate I), the grey tone results from a zero 
value of the saturation channel because the lake in the ERS-1 



Plate 1. Chromo-stereoscopic images (21 by 33 km; 30-m pixel spacing) generated with a second- 
order polynomial method (left) and CcRs photogrammetric method (right). 

SAR (black in this area) is shifted westward. It is less evident 
to the north of the lake because there was some backscatter 
response (maybe wind induced roughness) for the SAR, re- 
sulting in different values for the saturation. 

Color code variations between the two images are also 
evident: e.g., the clearcut to the southwest (marked "b") is 
more yellow in the left image due to a bad co-registration, 
and the east slope of the mountains to the northwest 
(marked "c") is more saturated in the right image (CCRS pho- 
togrammetric method) due to a better co-registration of the 
SAR foreslope (brighter backscatter). There is also more corre- 
lation between the color gradation and the elevation sensa- 
tion coming from the Landsat TM3 and ERS-SAR information 
content. 

With the ChromaDepthTM glasses, both images at first 
glance give depth perception, but the left one (polynomial) is 
more fuzzy with less detailed depth perception. In some ar- 
eas (to the southwest), the artifacts generated by the mixed 
pixels blurred and almost cancelled the depth perception. It 
seems that there is a contradictory stimulus between binocu- 
lar disparity "with the color" and the information content 
from the Landsat TM and ERS-SAR, which the depth percep- 
tion switched "on and off." The image generated by the CcRs 
photogrammetric model did not suffer from these problems. 

Radiometric Step 
In the MS transformation, one can independently control and 
vary the processing parameters (mainly the look-up table, 
LUT) for each component (I, H, S) and see what their effect is 
on the chromo-stereoscopic image and depth perception. For 
the first image, published in the October 1995 issue of 
PEbRS, the full dynamic range over 8 bits (256 digital num- 

b e r s / ~ ~ )  was used; this resulted in some artifacts in the 
clearcut areas and at the highest mountain. These artifacts 
can be controlled, eliminated, or enhanced, depending on 
the desired effect. 

The first artifact is in the clearcut area, which appears to 
be at the lowest elevation. Because no psychological cue, de- 
scribed previously, plays a role, the depth perception varia- 
tion between the clearcut and the surrounding forests, which 
are at the same elevation in the DEM, should be related to a 
variation in chromaticity. There is then a contradiction. 

But the clearcut information comes from the intensity of 
Landsat TM, which should only change the brightness. Look- 
ing at the DN for the three output channels (R, G, B) of the 
chromo-stereoscopic image, one can see that the DN for the 
red channel is almost at the maximum value over 8 bits in 
the forest area. Therefore, a brighter intensity, due to a 
stronger response of the Landsat TM3 sensor in the clearcut 
area, changes the color balance, after the IHS transformation, 
between the R, G, and B output channels because the red 
channel is truncated at 255 DN. This results in a color with 
more green and blue then white. Consequently, as white is 
in the "middle" of the stereoscopic view, the clearcut looks 
lower. The solution is then to compress the intensity channel 
LUT to keep the same color balance, after the IHs transforma- 
tion, between the three channels in these extreme situations. 
Plate 2 is an example of four different cut-off values to com- 
press the LUT of the intensity channel: from left to right and 
top to bottom at 200, 220, 240, and 255 DN, respectively. 

The variation from "255 LUT" to "200 LUT" results, in 
general, in a chromo-stereoscopic image which is darker and 
sharper, with a more realistic depth perception through the 
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Plate 2. Chromo-stereoscopic images (24 by 18 km; 30-m pixel spacing) comparison by varying the 
Landsat TM3 LUT parameters of the intensity channel: from left to right and top to bottom at 200, 
220, 240, and 255 DN. 

glasses due to less color variation between the clearcut and 
forest area. 

The second artifact, which inverted the depth perception 
at the highest mountain, is due to the violet color. Because in 
most of the MS transformation the reference color is blue in- 
stead of violet, the shortest wave-length of the visible spec- 
trum, the 0 to 255 DN of the DEM LUT are assigned from blue 
to blue going through green, yellow, orange, red, and violet 
(the three primary colors with their basic secondary colors). 
The solution is then to compress the DEM LUT at approxi- 
mately three-quarters of the 8-bit range to only use the blue to 
red range. Violet is not included because psychological on 
color discrimination suggests using either violet or blue, but 
not both, and it is hard to discriminate between red and violet 
(Miller-Jacobs, 1984), as can be noted at the top of the moun- 
tain. Plate 3 is an example of four different cut-off values to 
compress the LUT of the hue channel: from left to right and 
top to bottom at 200, 220, 230, and 255 DN, respectively. The 
depth perception at the highest parts of the mountain becomes 
more and more realistic when looking through the glasses 
from the "255 LUT" to the "200 LUT" images. 

In color coding with the IHS transformation, there is a 
linear relationship between the elevation value (DN from 0 to 
200) and chromaticity (from blue to red) during the coding of 
depth in the color. But in the color decoding through the 
glasses, there is not a linear relationship between the color 
(from blue to red) and the refraction index (Figure 2) propor- 
tional to the refraction angle. Consequently, depth perception 
from the color through the glasses is not linearly correlated 
with the terrain elevation, even if it is not perceptible quali- 
tatively. The solution is to calibrate the DEM to the specific 
refraction index variation of the glasses. But unfortunately, 

one does not have the complete optical properties of the 
glasses which use double prisms with low and high disper- 
sion materials. Calibration of the ChromaDepthTM glasses' op- 
tical properties will be addressed at CCRS in the near future. 
However, this problem does not seem to be a drawback and 
thus it does not prevent the use of chromo-stereoscopy as a 
visualization and depth perception tool in remote sensing. 

Finally, the last processing parameter is related to the 
saturation channel in the IHS transformation. To date, bright, 
highly saturated hues have mainly been used. But there is no 
theoretical basis to exclude the use of less saturated hues in 
a display (Hoffman et al., 1993). 

To examine the effect of saturation on depth perception, 
four constant values (50, 100, 150, ZOO),  instead of the ERS- 
SAR image, were used for saturation to generate different 
chromo-stereoscopic images. Plate 4 shows the results with 
these saturation values from left to right and top to bottom. 
The saturation increase results in two effects: depth percep- 
tion increases, but contrasts decrease. When viewing the 
highly saturated image, it is the cones of the eye, that pro- 
vide color acuity, that are used. Thus, depth is not more ex- 
aggerated but is better perceived in the highly saturated 
image. 

When looking monoscopically, the loss of contrast first 
gives the impression of losing some details of the Landsat 
TM3 radiometric content, because the highly saturated image 
seems "to be burnt." But in stereo with the ChromaDepthm, 
most of the details are visible, except in the blue area along 
Lake Okanagan. Furthermore, looking at length at the highly 
saturated image can cause eye fatigue, but we presently can- 
not generalize this statement for other images. In general, the 
images with 100 or 150 DN for the saturation better combine 
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Plate 3. Chromo-stereoscopic images comparison (24 by 18 km; 30-m pixel spacing) by varying the 
DEM LUT parameters of the hue channel: from left to right and top to bottom, at 200, 220, 230, and 
255 DN. 

depth perception and the radiometric content of the input 
data, and are less fatiguing. 

Generalization of the Method 
The test with this data set and this study site has shown that 
the choice of the different parameters in the processing steps 
is dependent of the method: that is, 

the key point i n  the geometric step is to avoid mis-registra- 
tion between the different images and the theme; and 
the key points in the radiometric step are to compress the in- 
tensity channel LUT, to cut-off the hue channel to only use 
the blue to red range value, and to have a medium saturation. 

Because these parameters are  method and not data de- 
pendent, they can be applied with a good level of confidence 
to other data in different configurations. Because it is impos- 
sible to show in this paper all the chromo-stereoscopic im- 
ages tested with these parameters, only the first example is 
shown (Plate 5), and the others are listed to demonstrate the 
applicability of the method and its generalization to other 
data: 

an aerial photo and DEM over Gaspesie, Canada (5 by 5 km; 2- 
m pixel spacing) at 1:15,000 scale; 
an ERS-1 SAR mosaicking and DEM over Vancouver Island, 
Canada (500 by 400 km; 100-m pixel spacing) at 1:650,000 
scale;* 
an ascending and descending ERS-1 SAR and DEM over the 
Sudbury Basin, Canada (40 by 40 km; 30-m pixel spacing) at 
1:150,000 scale; 

*A poster version of this image is available in limited supply from 
the author. 

an aerial photos mosaicking and DEM over Ottawa, Canada 
(40 by 30 km; 5-m pixel size) at 1:50,000 scale;* 
an airborne SAR and a digitized bedrock geology map over 
Sudbury Basin, Canada (250 by 200 km; 20-m pixel size) at 
1:250,000 scale; 
a Landsat TM, or a CcRS airborne SAR and the total magnetic 
field over Amazonia, Brazil (50 by 50 km, 30-m pixel spac- 
ing) at 1:250,000 scale; 
a CCRS airborne SAR and the gravimetric field over Sudbury 
Basin, Canada (10 by 20 km; 10-m pixel spacing) at 1:40,000 
scale; 
a RADARSAT and DEM over Ottawa, Canada (20 by 20 km; 10- 
m pixel spacing) at 1:80,000 scale; 
a shaded relief of the bathymetry over Atlantic Ocean (100 by 
125 km; 40-m pixel spacing) at 1:400,000 scale; 
an aerial photo over Parliament Hill, Ottawa, Canada (1 by 1 
km; 0.5-m pixel spacing) at 1:4,000 scale;* and 
a NOAA AVHRR mosaicking over Canada (6800 by 4700 km; 
1-km pixel spacing) at 1:8,000,000 and 1:25,000,000 scale. 

Because only two input data types are used in these ex- 
amples, the 150 value was input for the saturation as found 
in the former test. 

The last two examples are extreme and opposite exam- 
ples in terms of area (6800 by 4700 km versus 1 by 1 km), of 
pixel spacing (1 km versus 0.5 m), and of scale (1:25,000,000 
versus 1:4,000) to show the versatility of this 3D perception 
tool. 

Let's describe the aerial photo over GaspBsie, Canada 
(Plate 5). The 1:50,000-scale aerial photo was scanned at 
1200 dots per inch at the Canada Centre for Topographic In- 
formation (Ottawa, Canada). The DEM and the ortho-image 
were then generated and co-registered with a 2-m pixel spac- 
ing on the Heleva/Leica DPW 770 using conventional photo- 
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Plate 4. Chromo-stereoscopic images comparison (24 by 18 km; 30-m plxel spacing) by varying the 
value of the saturation channel: from left to right and top to bottom, at 50, 100, 150, and 200 DN. 

- 

grammetric method (Armenakis et al., 1995). The IHS trans- 
formation was performed with the same parameters as for 
the first study site experiment (compression of intensity 
channel LUT at 200; cut-off value at 180 for the hue and 150 
value for saturation). 

It can be noted that "white" roads and cities appear 
above the ground in the blue and green area of the images. 
The roads and cities (mainly the buildings) are white, the 
highest DN of the gray range in the aerial photograph. Be- 
cause it is coded to the intensity channel, it results in very 
intense blue or green which appear almost white in the re- 
sulting chromo-stereoscopic image. As mentioned before, 
white is in the "middle" of the stereoscopic view, above 
blue and green in the color depth range. A contrast reduction 
in the aerial photographs for these features should darken 
the original color from the elevation coding, and should re- 
duce the artifact. 

This two-step process can then be used with most of the 
ZD data to fuse with a specific theme and to visualize depth 
with the ChromaDepthTM glasses. If there is a mis-registration 
problem which generates mixed pixels, a larger pixel spacing 
can be used to reduce the relative pixel mis-registration. Ap- 
plicability to data which are already in 3D format is less evi- 
dent, when combining this 3D perception with chromo- 
stereoscopy. The different 3D cues (physiological and psy- 
chological) should be consistent and generate the same kind 
of stimuli in the brain to avoid "mis-perception" and inter- 
pretation. But if applied carefully with a good understanding 
of the different depth cues and the impact of the processing 
parameters as described previously, the same geometric and 
radiometric processes should give interesting results. More 
research and tests have to be performed with these 3D data. 

Conclusions 
This paper has presented a new and complementary tool to 
display, perceive, and interpret multi-source data. It com- 
bines physiological and psychological aspects of the depth 
perception and color vision processes, which are the main 
characteristics of human vision. The process which uses the 
effect known as chromo-stereoscopy is straightforward: en- 
code depth into an image by means of color, then decode 
the colors by means of refractive double prism optics, the 
ChromaDepthTM glasses, producing depth perception. As 
depth perception is "synthetically" generated, any theme 
such as elevation, gravimetry, GIS polygon data, etc. can be 
used. The result is a "normal" flat color image which can 
be viewed without glasses but, when viewed through the 
ChromaDepthTM glasses, "jumps" into 3D. 

Applied to remote sensing data, a chromo-stereoscopic 
image has to be generated in two steps: 

Precise geometric correction: "precise" is essential because 
other geometric corrections, such as the polynomial transfor- 
mation, can blur the chromo-stereoscopic image and its depth 
perception due to mixed pixels; and 
Radiometric integration using IHS transformation, in which 
the theme used to generate depth is assigned to the hue 
channel. The other ortho-rectified images are assigned to the 
intensity and saturation channels to give the texture and to 
enhance feature interpretability. 

A compression of the LUT of the intensity channel re- 
sults in a chrorno-stereoscopic image which is darker and 
sharper, and with a more realistic depth perception in areas 
where large variations in the intensity occur. On the 8-bit 
scale, 200 appears to be a good value as it has been checked 
with different data sets. In the same way, a cut-off value 
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Plate 5. Chromo-stereoscopic image (5 by 5 km; 2-m pixel spacing) of an aerial ortho-photo and a 
DEM over Gaspesie, Quebec, Canada. Saturation value is 150. I 

(around 200 to 210) of the LUT of the hue channel enables us 
to use only colors from blue to red. Violet is not used due to 
a psychological confusion with blue. Finally, if no image is 
used for the saturation channel, a constant value of 100 to 
150 is a good compromise between depth and radiometric 
content perceptions. It also seems to be less fatiguing than 
highly saturated images. These parameters are method and 
not data dependent, which facilitates the generalization of 
the method to ZD data, and with caution to 3D data. 

It has been shown that a good understanding of color vi- 
sion and of depth perception are essential requirements to 
enable a better fine tuning of the processing parameters of 
chromo-stereoscopy to control potential artifacts and to ob- 
tain a better depth perception. Depending on the application, 
the user can voluntarily play on the artifacts with the pro- 
cessing parameters to enhance some specific features as long 
as there is a priori knowledge of the terrain, of the data set, 
of the method and its applicability. Further examples and 
applications on the use of ChromaDepthTM will be the subject 
of an upcoming article. It will include applications in geol- 
ogy, geomorphology, mapping, and environment, as well as 
use of different data sources (spaceborne, airborne, VIR, SAR, 
aerial photographs, digital maps, etc.). National atlases and 

geographic books are also very good candidates for use of 
this method, allowing to breathe new life into old books. Re- 
mote sensing data can be used as a back-drop to these data 
to add texture and for enhancement of specific themes. 
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