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Abstract 
There has been a tremendous demand for handling digital 
images in geogrdphic information systems (GIS) and real time 
mapping applications, mainly due to interest in m ulti-media 
information systems. Due to the large amount of data in- 
volved in large digital images, efficient storage, management, 
and processing of such images in geographic information 
systems presents a challenge that needs to be addressed 
properly. This paper presents a new methodology for han- 
dling digital images in GIs. This methodology is based on 
partitioning large digital images into smaller tiles and rzsing 
a hierarchical image compression algorithm. 

Introduction 
There is a growing list of applications, such as softcopy pho- 
togrammetry, real-time mapping, geographic information sys- 
tems (GIS), and remote sensing of Earth resources, which has 
led to a tremendous demand for digital images. Digital im- 
ages can be obtained directly by using solid state cameras 
and satellite sensors, or indirectly by scanning existing pho- 
tographs or paper maps. Despite all the advantages of digital 
images over film and paper maps, the problem of efficient, 
economic storage and flexible retrieval and manipulation of 
vast amounts of pictorial information has become more im- 
portant and requires careful consideration. Single SPOT pan- 
chromatic scenes contain 6,000 by 6,000 pixels, or 36 
Mbytes; aerial images (9 by 9 inches) are often scanned with 
a resolution of 20 micrometres, which results in  10,000 by 
10,000 pixels, or 100 Mbytes. Digital images generally con- 
tain a significant amount of redundant information; therefore, 
large storage requirements can be reduced by proper image 
com~ression. 

Image compression is concerned with minimizing the 
number of bytes required to represent an image. Storage of 
large quantities of image data is required for archiving aerial 
photographs, satellite images, digital orthophotos, and digital 
images collected by solid-state cameras. Other applications of 
image compression include time critical data processing, in 
which case the speed of image analysis algorithms is im- 
proved by applying those algorithms to compressed data. 

For the past few years the Joint Photographic Expert 
Group (JPEG) has been working towards establishing an inter- 
national standard for still images, both gray scale and color 
(Rabbani et al., 1990; Wallace, 1991; Sarjakoski et al., 1995). 

Image compression algorithms can be classified as loss- 
less or lossy techniques. Lossless compression reduces the 
number of bits required to represent an image such that the 
reconstructed image is numerically identical to the original 
on a pixel-by-pixel basis. On the other hand, lossy compres- 
sion schemes allow degradation in the reconstructed image 
in exchange for a reduced bit rate. These degradations may 
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or may not be visually apparent, and greater compression 
can be achieved by allowing more degradation. 

This paper deals with image compression and presents 
special methods for handling digital images in GIS. Finally, 
experiments are presented to show the advantages and disad- 
vantages of image compression with respect to geometric 
quality, loss of information, compression ratio, and compres- 
sion speed. 

Image Compression 
This section explains basic terms and techniques used in 
digital image compression. It deals with the definition of en- 
tropy and redundancy, the compression ratio, and quantiza- 
tion. It also describes a hierarchical approach for digital 
image compression and the method of tiling large digital im- 
ages. 

Terminology Review and Definitions 
The general compression ratio is defined as the ratio of the 
number of bytes of the original image before compression to 
the number of bytes of the compressed image (Rabbani et al., 
1990). 

A measure of the information content of an image is the 
entropy (Lynch, 1985). Entropy expresses the minimum num- 
ber of bits necessary for the representation of an image with- 
out any loss of information. Entropy is also a global measure 
of the correlation between gray values of neighboring pixels. 
For an n-bit image with M gray levels (M = Zn), the entropy 
H can be computed as 

H = -L p(gJ log, p(g,) 

where p(g,) is the percentage of occurrence of each gray 
value, which can be obtained from the image histogram. 

In most real-world images, the gray values of adjacent 
pixels are highly correlated. This means that a large amount 
of redundant information is available in these images. For a 
given digital image, the redundancy R is defined as follows 
(Lynch, 1985): 

A large portion of the compression achieved by lossy 
schemes is due to quantization. A quantizer is simply a 
staircase function that maps a large number of input values 
into a smaller, finite number of output levels. The type and 
degree of quantization impacts the quality of a lossy scheme 
(Rabbani et al., 1990). 
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A digital Image 

Tiled Image 

Figure 1. Original image partitioned into 
smaller tiles. 

The Hierarchical Predictive Coding Scheme 
Hierarchical Predicfive Coding (HPC], as described in this pa- 
per, was developed based on a compression scheme for digi- 
tal images in softcopy photogrammetric stations (Shahin, 
1994). The algorithm starts by creating a scale level represen- 
tation of the original image (image pyramid). It is derived by 
smoothing the gray values of the original image to a prede- 
fined lower resolution using a low-pass filter. For instance, a 
square image of 1024 by 1024 pixels is decomposed into the 
following five scale levels: 1024 by 1024, 512 by 512, 256 by 
256, 128 by 128, and 64 by 64. The image pyramid is gener- 
ated by convolving higher resolution images with a low-pass 
filter and reducing the pixel size by half. 

Difference images are computed between all levels. 
These differences represent the high frequency components 
of the previous level of the image pyramid. The original im- 
age can be reconstructed from its representation at the coars- 
est level (e.g., 64 by 64 pixels), and all the difference images. 
The pixel values of the difference images are usually small. 
Therefore, they can be coded and stored with a lower num- 
ber of bits. This would result in a lossless compression of 
the original image. However, in order to achieve higher com- 
pression ratios, the number of bits of the difference images 
are reduced by quantization, which leads to image degrada- 
tion and lossy compression. 

The HPC algorithm consists of the following steps: 

(1) The image pyramid is created by smoothing the original im- 
age sequentially with a 3 by 3 Gaussian operator. This re- 
sults in a scale level representation of the original image. 

(2) The difference images at all levels are computed. For in- 
stance, an original image of 1024 by 1024 pixels is replaced 
by one 64- by 64-pixel image and four difference images. 

(3) The values of the highest level image (64 by 64) and the 
f i s t  difference image (128164) are stored as 8-bit integers. 

(4) The values of the 2561128 difference image are stored and 
coded as 5-bit integers. 

(5) The values of the 5121256 difference image are stored and 
coded as 3-bit mtegers. 

(6) The values of the 10241512 difference image are stored and 
coded as 1-bit integers. 

Using this representation (HPC-8.5.3.1), a compression ra- 

tio of 3.6 can be achieved. For higher compression ratios, the 
difference images are represented by fewer bits. However, 
the degradation of the reconstructed image increases. In the 
experiment a compression ratio of 4.5 was reached by quan- 
tizing the difference images in the following way: 128164: 
8bit; 2561128: 3bit; 5121256: 3bit; 1024/512: lbit. This will 
be referred as HPC-8.3.3.1. 

Tiling Large Images 
Compression and decompression of large digital images are 
time-consuming. Handling large digital images as a whole is 
rather cumbersome. Furthermore, there are many applica- 
tions where only part of the image is required immediately. 
An approach in which the original image is partitioned into 
smaller compression units, called tiles, is very useful when 
handling large digital images (Figure 1). Any part of the im- 
age needed can be accessed easily and retrieved quickly 
through the tile system. 

When using piecewise compression based on tiles, only 
the needed parts of the image are decompressed, and the 
time required to decompress a few tiles is moderate com- 
pared to decompressing the whole image. Therefore, piece- 
wise compression is very suitable for real-time mapping 
systems, geographic information systems, and image informa- 
tion systems. 

Methods for Handling Large Digital lmages 
Many current algorithms have been designed to effectively 
manage points, lines, surfaces, and attribute data. However, 
large spatial objects such as remotely sensed images, scanned 
maps, and digital elevation models are series of large arrays 
with various spatial, spectral, and temporal information. 
They often require long delayed processing to provide dis- 
play, analysis, or query. 

Image compression and tiling, as described in the previ- 
ous section, will not solve all problems of handling large 
quantities of digital data. Databases, in the form of pictorial 
information systems, need to be developed to manage digital 
images in a GIs, and make them easily and quickly accessible 
for the user. In a GIS, photogrammetric images must be tied 
to a geographic coordinate system and should contain the 
full orientation information (interior and exterior orientation 
parameters), or they should be available as geocoded or or- 
tho-rectified scenes which can be directly used as layers of a 
GIs. 

The approaches that are used to handle large digital im- 
ages in conjunction with image compression and tiling are 
data abstraction and indexing and spatial reasoning. 

Data Indexing and Abstraction 
Abstraction of data is the  process by which new concepts 
can be derived from a given collection of concepts and is a 
method of generating indexes. Abstraction operations to gen- 
erate indexes can be described as follows (Shi-Kuo, 1989; 
Zhou, 1994): 

(1) A set of picture objects are given a common label (labeling). 
This can be accomplished by either (a) identifying common 
attributes with identical values or (b) extending the objects' 
attributes by a common labeling attribute. 

(2) The picture objects having the same label are clustered to- 
gether to form a new picture object class (clustering), with 
the common label as its type. 

(3) A new relational object, called the index object, is created, 
which contains (a) a type which is the type of the picture 
object class created in step 2 and (b) other attributes ex- 
tracted from the attributes of the picture objects in the same 
picture object class. 

The abstraction operation can be applied recursively, so 
that the index objects can again be labeled, clustered, and in- 
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TABLE 1. ENTROPIES AND REDUNDANCIES OF THE THREE TEST ~MAGES (UNITS: 
BITS/PIXEL) 

TABLE 3. RADIOMETRIC DISTORTIONS OF THE RECONSTRUCTED IMAGES (UNITS: 
GRAY VALUES) 

[bitsIPixel] Aerial Image Road Image Target Image 

Entropy 5.79 3.36 2.75 
Redundancy 2.21 4.64 5.25 

dexed. Using this abstraction and indexing procedure, an- 
swers to a query may be tiny and may be accessed very 
quickly. Therefore, the derived data can be stored in a GIS 
database for various applications. A major application of 
such data abstraction and indexing is the classification of 
multispectral images into several classes such as water, for- 
est, land use, and vegetation. Another important application 
is the use of feature extraction algorithms to extract roads, 
streams, trees, or buildings from digital images. 

Spatial Reasoning 
Spatial reasoning is the process of inferring a consistent set 
of spatial relationships among the objects in a picture (Shi- 
Kuo, 1989). When retrieving pictures from a GIS, one of the 
most powerful methods for discriminating among the pic- 
tures is the perception of the relationships that exist between 
objects in the desired picture. This provides the ability to 
make queries on these relationships an important attribute of 
a GIS. The user of a GIs may ask the system such questions as 
"What objects are located between a river and the forest in 
this picture?" or "Is there a gas station west of the road in 
the picture?" This type of query might be of interest in cases 
where a large number of pictures are archived at a central 
site. By examining these relations, users at remote sites can 
retrieve those pictures of interest while operating on a small 
fraction of the information stored at the central site. 

Experiments and Results 
Both JPEG (baseline system) and HPC image compression and 
decompression software were implemented on a Sun SPARC 
station 2 to investigate the advantages and disadvantages of 
the two techniques. The quality of the reconstructed images 
after compression and decompression was evaluated by the 
following measures: (1) visual loss of information, (2) com- 
pression ratio, and (3) geometric and radiometric distortions. 
The algorithms were tried out on different levels of entropy 
and should, therefore, show the influence of image content 
on the compression results. The following three images were 
used in the tests: 

(1) An 8-bit aerial image of the Chaco Canyon area. The size of 
the image is 1024 by 1024 pixels. 

(2) An 8-bit road image captured by a digital camera mounted 
on a van. The size of the image is 1024 by 1280 pixels. 

(3) An 8-bit target image captured during the field-test of a digi- 
tal camera. The size of the image is 1024 by 1280 pixels. 

Table 1 shows the entropy and redundancy of the three 
test images. The aerial image has the largest entropy, while 
the target image has the smallest entropy. Thus, the target 
image contains the most redundant information, while the 

Compression Type Aerial Image Road Image Target Image 

JPEG-100 (lossless) 1.3 2.4 2.9 
JPEG-75 5.9 33.3 43.5 
JPEG-40 12.5 40.0 62.5 
HPC-8.5.3.1 3.6 3.6 3.6 
HPC-8.3.3.1 4.5 4.5 4.5 

Compression Type Aerial Image Road Image Target Image 

JPEG-100 (lossless) 3.06 1.52 0.54 
JPEG-75 4.48 1.64 0.59 
JPEG-40 9.8 2.36 1.98 
HPC-8.5.3.1 1.81 1.78 1.79 
HPC-8.3.3.1 1.89 1.80 1.80 

aerial image contains the lowest amount of redundant infor- 
mation. 

The three images were compressed using the PEG algo- 
rithm at different quantization levels and the KPC technique 
using two different quantization thresholds. Table 2 shows 
the resulting compression ratios. 

These results clearly show that a large amount of com- 
pression can be achieved when using lossy compression 
schemes. The compression ratio obtained by using lossless 
schemes is limited by the entropy of the image. For example, 
in the lossless compression case of the aerial image, the com- 
pression ratio is 1.3, which is approximately 8 divided by 
the entropy of the image (5.79 bits per pixel). 

It is also of great importance to notice the difference in 
compression ratios for different images at the same quantiza- 
tion value. For example, at JPEG quantization level 75 the 
aerial image was compressed only 5.9 times, while the target 
image was compressed approximately 43 times. This huge 
difference is due to the large amount of redundancy avail- 
able in the target image and the large information content in 
the aerial image. As the HPC scheme is not based on trans- 
form coding, the compression ratio is independent of image 
content. 

Quality of the Reconstructed Image 
The reconstructed image, after being compressed by lossless 
schemes, is identical to the original image on a pixel-by- 
pixel basis. However, there is degradation in the recon- 
structed image from lossy schemes in exchange for greater 
compression as compared to lossless techniques. This degra- 
dation in the reconstructed image will eventually lead to ra- 
diometric and geometric distortions. 

For investigating the radiometric distortions, the gray 
values of the reconstructed images were compared with the 
original image on a pixel-by-pixel basis. Table 3 presents the 
radiometric distortions of the images at different quantization 
levels. 

These results show that the radiometric distortions de- 
pend to a limited degree on the level of quantization and, 
therefore, increase with the compression ratio. Thus, the ra- 
diometric quality of the reconstructed image deteriorates 
with larger compression. This is especially obvious for the 
PEG algorithm; a block pattern appears in the reconstructed 
images if the quantization level was selected too low. The 
HPC scheme, on the other hand, causes a blur of the recon- 
structed image. 

The geometric distortions are the most important be- 
cause they change the locations of image points and, conse- 
quently, influence the coordinates and computations ob- 
tained by photogrammetric procedures. For the purpose of 
investigating geometric distortions of the reconstructed im- 
ages, 2500 points were defined in the original images. In the 
reconstructed images after compression, the positions of 
these points were computed using the very accurate least- 
squares matching method. The differences between the coor- 
dinates in the original image and the computed coordinates 
in the reconstructed image indicate geometric distortions. Ta- 
ble 4 presents the geometric distortions in pixels for different 
quantization levels. 
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TABLE 4. GEOMETRIC DISTORTIONS OF THE RECONSTRUCTED AERIAL I M A G E  
(UNITS: PIXEL) 

Distortions JPEG-75 JPEG-40 JPEG-5 HPC-8.5.3.1 HPC-8.3.3.1 

Maximum x 0.292 2.654 17.036 0.308 1.303 
Maximum y 0.353 0.815 12.972 0.671 2.075 
RMSE in x 0.038 0.107 0.786 0.036 0.056 
RMSE in y 0.042 0.102 0.807 0.031 0.07 

By analyzing Table 4, one  can  conclude that  geometric 
distortions for compression ratios below 5 are small a n d  can 
be  neglected. Thus, i t  is  safe to  use  these images for precise 
photogrammetric analysis a n d  point  determination. Recon- 
structed images from compression levels above 1 0  can  b e  
used  for tasks that  d o  no t  require precise point  determina- 
tion, such  as  extraction a n d  interpretation of features. 

Computing Time 
T h e  t ime required to  compress a n d  decompress a 1024 b y  
1024 image o n  a S u n  SPARC 2 station using the  JF'EG algo- 
rithm is  about 20 seconds. T h e  HPC algorithm needs 7 sec- 
onds  for t h e  same image. T h e  PEG technique is  slower 
because it  employs the  discrete cosine transformation, w h i c h  
is very t ime consuming. The  HPC scheme is faster because it  
is mostly based o n  convolutions. Therefore, i t  can  b e  easily 
implemented o n  a n  array processor to  perform real-time 
compression for digital image collection. 

Conclusion 
Image compression is  a n  important topic in real-time map- 
ping and GIS, because very large digital images are com- 
monly  used i n  these applications. Different compression 
schemes are already available in hardware and ,  as  such,  have 
become a n  integral part of real-time mapping a n d  GIS appli- 
cations. Most commercial compression hardware is based o n  
the  PEG algorithm, w h i c h  is the  current industry s tandard for 
image compression. 

T w o  compression schemes were used  to evaluate the  
compression effects o n  digital images. T h e  s tandard PEG 
compression scheme was  compared to the  hierarchical pre- 
dictive coding algorithm. T h e  HPC technique is faster a n d  
maintains a good geometric a n d  radiometric image quality. 

However, only small compression ratios were achieved. T h e  
PEG technique, o n  t h e  other hand ,  is rather s low if imple- 
mented  in software, but it achieves high compression ratios. 
Both radiometric a n d  geometric distortions were evaluated, 
a n d  i t  was  found that, for compression ratios smaller than  5, 
these distortions are smaller t h a n  0.1 of a pixel a n d  can be  
neglected. Larger compression ratios may  distort the  images 
considerably a n d  are  no t  recommended for applications that  
require precise spatial analysis. However, t h e  reader should  
keep in mind that compression ratios obtained b y  PEG de- 
p e n d  heavily o n  t h e  image content (entropy) and ,  therefore, 
larger compression ratios may  b e  adequate for some applica- 
tions where precise spatial analysis is not  required. 

Image compression alone, however, wil l  no t  solve all  
problems of handling large quantities of digital data. Data- 
bases, i n  the  form of pictorial information systems, need  t o  
b e  developed to manage digital images i n  a GIS, and to make 
t h e m  easily a n d  quickly accessible for the user. In a GIS, im- 
ages mus t  b e  t ied to  a geographic coordinate system a n d  
should  contain the  full  orientation information, or they 
should  be  available as  orthophotos which  c a n  b e  directly 
used a s  layers of a G I ~ .  
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